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The emerging notion of “Meaningful Human Control” (MHC) was
suggested by the UK-based NGO Article 36 as a possible solution to the
challenges that are posed by Autonomous Weapon Systems (AWS). Various
states, NGOs, and scholars have welcomed the MHC proposition. Although
other terms such as “appropriate levels of human judgment” have been sug-
gested, MHC has gained more traction. The challenge remains, however,
that both the terms MHC and “appropriate levels of human judgment” are
not defined in international law and as of present, there is no literature that
extensively or normatively defines either of the terms. From a normative
standpoint, the choice between MHC and “appropriate levels of human
Judgment” is inconsequential since the definition that one ascribes to either
of the terms will still be applicable to the other. To that end, this Article
discusses questions that are helpful in defining MHC—and by extension
“appropriate levels of human judgement”™—and it concludes by proposing a
working definition.

The control exercised by humans over weapons is changing in both
nature and degree. Early weapons were mere tools in the hands of fighters
who exercised direct control. With the advancement of technology, however,
there has been considerable automation of the control that was previously
exercised by humans. Moreover, the invention of drones introduced remote
control to weapons systems, making it possible for humans to project force
while thousands of miles away from the target. On the horizon are AWS—
robotic weapons that, once activated, do not need any further human inter-
vention. In the case of AWS, humans seem to be surrendering or delegating
control of weapons to computers. While this may seem convenient, efficient,
and safe for those deploying them, AWS raise far-reaching concerns. For that
reason, many scholars and organisations are insisting that there is a need to
maintain MHC over weapons—preferably, as a legal requirement. In order
to define MHC, I propose that the international community must ask the
following questions:

(1) What is the purpose of MHC? What is it that the international

community is trying to resolve?
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(2) Who should exercise MHC over weapons and when? Is the focus on
manufacturers, programmers, the individuals who deploy weapons, or
all of the above?

(3) Over what aspects of AWS should one exercise MHC?

In answering these questions, one of the major concerns that emerges about
AWS is the potential that they may create a legal responsibility vacuum. For
that reason, this Article argues that the nature of MHC exercised by humans
over AWS must ensure that the weapon user is potentially responsible for all
ensuing actions of the robots. To define the nature of control that allows
responsibility, this Article considers the international law jurisprudence on
the motion of “control” as the basis for responsibility. It argues that such
control should be exercised over the “critical functions” of AWS, in particu-
lar, those that relate to decision-making. There are already disagreements in
the AWS debate as far as what decision-making means. Accordingly, this
Article discusses how that term should be defined as a step towards the defi-
nition of MHC.

There are various actors involved in the development and deployment
of AWS. The fundamental question is whether the definition of MHC
should focus on a particular actor or whether the term should be defined as a
cumulative concept—summing up the different roles that are played by de-
signers, roboticists, programmers, manufacturers, states and combatants.
This Article argues that if MHC is meant to be a legal standard wpon which
the responsibility for use of AWS is determined, then one of the common
mistakes among debaters is the attempt to define MHC without a specific
actor in mind. The suggestion that the definition of MHC should be a stan-
dard focussing on a specific actor—in particular, fighters—is not to imply
all other actors should be forgotten. Rather, the term MHC should zero in on
the end users of the technology, producing a standard upon which the obli-
gations of the other actors are couched.
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[T]he principle of meaningful human control would appear to be something
that has historically been taken for granted—assumed but never stated."

I. INTRODUCTION

Autonomous Weapon Systems (AWS)—machines that,
once activated, are able to make the decision to kill humans
without further human intervention—pose serious legal, ethi-
cal, and moral challenges.? While some scholars have argued
that AWS have the potential to save lives on the battlefield,? I
have argued elsewhere that AWS cannot comply with interna-

1. Peter Asaro, Jus nascendi, Robotic Weapons and the Martens Clause, in
Rosot Law 367, 383 (Ryan Calo et al. eds., 2016).

2. There is no internationally agreed upon definition of AWS. A large
number of scholars, however, give the above definition. See Christof Heyns
(Special Rapporteur on Extrajudicial, Summary or Arbitrary Executions), Re-
port at the Twenty-Third Session of the Human Rights Council, U.N. Doc. A/HRC/
23/47, at 7 (Apr. 9, 2013). The report cites similar definitions provided by
the US Department of Defense. See U.S. DEp’T oF DEF., Dir. 3000.09, AuTON-
oMy IN WEAPON SysTeEMms 13-15 (2012) [hereinafter DOD Dir. 3000.09],
http://www.dtic.mil/whs/directives/corres/pdf/300009p.pdf.

3. See Ronald C. Arkin, Lethal Autonomous Systems and the Plight of the Non-
Combatant, AISB Q., Fall 2013, at 4, 4-5.
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tional humanitarian law and other international law standards
that relate to the protection of the right to life and dignity.*

Various solutions—amongst them a preemptive ban—
have been proposed to solve the challenges posed by AWS.®
Article 36, a United Kingdom-based NGO, proposed and
coined the idea of “Meaningful Human Control” (MHC) over
weapon systems as a possible solution.® This emerging notion
that humans must maintain “meaningful control” over the

4. See generally Thompson Chengeta, Measuring Autonomous Weapon Sys-
tems Against International Humanitarian Law Rules, 5 J. L. & CyBER WARFARE
66,(2016); Thompson Chengeta, Dignity, Ubuntu, Humanity and Autonomous
Weapon Systems Debate: An African Perspective, 13 BraziLiaN J. INT’L L., no. 2,
2016, at 460. Other authors have made the same argument. See, ¢.g., Heyns,
supra note 2, 1 94; HumaN RicHTs WaTCH, LosING HUMANITY: THE Cask
AcainsT KiLLErR RoBoTs 31 (2012) [hereinafter HRW, Losing HumaNITY];
HumaN RicaTs WaTcH, SHARING THE FounpaTions: THE HumaN RicHaTS IM-
PLICATIONS OF KiLLER RoBoTs (2014) [hereinafter HRW, SHAKING THE FOUN-
DATIONS], https://www.hrw.org/sites/default/files/reports/arms0514_For
Upload_0.pdf; ArmIN KrisHNAN, KiLLER RoBoTs: LEGALITY AND ETHICALITY
oF AuToNoMOUs WEAPONS 98-99 (2009); BRADLEY JAY STRAWSER, KILLING BY
ReMOTE CoNTROL: THE ETHICS OF AN UNMANNED MILITARY 239 (2013); Peter
Asaro, On Banning Autonomous Weapon Systems: Human Rights, Automation, and
the Dehumanization of Lethal Decision-making, 94 INT’L. R. RED CrOss 687, 689
(2013); Aaron M. Johnson & Sidley Axinn, The Morality of Autonomous Robots,
12 J. MiL. ETHics 129, 134 (2013); Noel Sharkey, Grounds for Discrimination.:
Autonomous Robot Weapons, in RUSI DEFENCE SysTEMS 86, 88—-89 (2008); Rob-
ert Sparrow, Robotic Weapons and the Future of War, in NEwW WARs AND NEw
SoLpiers: MiLITARY ETHics IN THE CONTEMPORARY WORLD 11 (Jessica
Wolfendale & Paolo Tripodi eds., 2011); Markus Wagner, The Dehumaniza-
tion of International Humanitarian Law: Legal, Ethical, and Political Implications
of Autonomous Weapon Systems, 47 VAN. J. TRANsNAT'L L. 1 (2012).

5. At present, AWS do not exist and therefore have not been deployed,
although they are at an advanced stage of development. In 2013, the UN
Special Rapporteur on extrajudicial, summary or arbitrary executions, Chris-
tof Heyns, called for a worldwide moratorium on the production of AWS
until the international community reaches a consensus. See generally Heyns,
supra note 2. Recently, in March 2016, Christof Heyns, in collaboration with
another United Nations Special Rapporteur issued another report calling
for a ban on AWS that do not have ‘meaningful human control.” See Christof
Heyns (Special Rapporteur on Extrajudicial, Summary or Arbitrary Execu-
tions) & Maina Kiai (Special Rapporteur on the Rights to Freedom of Peace-
ful Assembly and of Association), Joint Rep. on the Proper Management of Assem-
blies at the Thirty-First Session of the Human Rights Council, § 67, UN. Doc. A/
HRC/31/66 (Feb. 4, 2016).

6. ArTIicLE 36, KiLLER RoBoTs: UK GoOvERNMENT PoLicy oN FurLLy Au-
ToNOMOUs WEAPONs (Apr. 2013), http://www.article36.org/wp-content/
uploads/2013/04/Policy_Paperl.pdf.
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weapons they use has been supported by many commentators,
states, and non-governmental organisations.”

While MHC remains undefined by international law, it
may serve as an important entry point towards finding a solu-
tion to the challenges posed by AWS.® In three informal expert
meetings of the Convention on Conventional Weapons (CCW)
on Lethal Autonomous Weapon Systems (LAWS), many states
and organisations emphasised the need to maintain MHC over
weapons.? During the fifth CCW Review Conference from De-
cember 12 to 16, 2016,1° states formalized the debate on AWS
by establishing an open-ended Group of Governmental Ex-
perts (GGE) to meet for a period of ten days in 2017.'" The
GGE will submit a report on its findings to the 2017 Meeting
of the High Contracting Parties to the CCW. It is likely that in
2017 the GGE will discuss what MHC entails.

This Article proceeds in four parts. Part II provides a his-
torical perspective on human control over weapons from an
international humanitarian (IHL) and weapons law (IWL)
standpoint. First, it will show that human control over weapons
has been an important historic norm and is inherent in IHL

7. See Sarah Knuckey, Governments Conclude First (Ever) Debate on Autono-
mous Weapons: What Happened and What’s Next, Just SEc. (May 16, 2014, 12:31
PM), https://www.justsecurity.org/10518/autonomous-weapons-intergov-
ernmental-meeting/ (providing a summary of states and NGOs supporting
the notion of ‘meaningful human control’).

8. Id.

9. See U.N. Office for Disarmament Affairs, Rep. of the 2016 Informal
Meeting of Experts on Lethal Autonomous Weapons Systems (LAWS),
http://www.unog.ch/80256EDD006B8954/ (httpAssets) /
DDC13B243BA863E6C1257FDB00380A88/ $file /Repor-
tLAWS_2016_AdvancedVersion.pdf (advanced version, official version forth-
coming); U.N. Office for Disarmament Affairs, Rep. of the 2015 Informal
Meeting of Experts on Lethal Autonomous Weapons Systems (LAWS), U.N.
Doc. CCW/MSP/2015/3 (2015); U.N. Office for Disarmament Affairs, Rep.
of the 2014 Informal Meeting of Experts on Lethal Autonomous Weapons
Systems (LAWS), U.N. Doc. CCW/MSP/2014/3 (2014).

10. Fifth Review Conference of the High Contracting Parties to the Con-
vention on Prohibitions or Restrictions on the Use of Certain Conventional
Weapons Which May Be Deemed to Be Excessively Injurious or to Have In-
discriminate Effects, Final Document, U.N. Doc. CCW/CONF.V/10/Decision
1 (Dec. 23, 2016) (advanced version, official version forthcoming).

11. Formal Talks Should Lead to Killer Robots’ Ban, CAMPAIGN TO STOP
KiLLEr RoBoTs, (Dec. 16, 2016) https://www.stopkillerrobots.org/2016/12/
formal-talks/.
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and IWL. Second, it will discuss the factors considered to be
responsible for the decreasing direct human control over
weapons that is currently on-going. The use of armed drones is
examined as an example of how the nature of human control
over weapons has been changing from direct control to re-
mote control. Part IT also considers the serious moral and ethi-
cal issues raised by remote control of weapons. Drone technol-
ogy is, in a way, where humanity has begun to draw a line in
the sand regarding what forms of control are acceptable and
unacceptable.

Part III emphasizes the importance of understanding ma-
chine autonomy, human autonomy, and control. To appreci-
ate the challenges of AWS and in turn be able to define MHC
in weapon systems, it is important to understand the differ-
ence and nuances of machine and human autonomy. This is
followed by Part IV which discusses the origins of MHC and
contributions of some scholars, organisations, and states to its
conception. Thus, while MHC does not yet have a definition in
international law, many scholars, states, and organisations per-
ceive it as a potential solution to the challenges posed by AWS.

Part V seeks to propose a working definition of MHC by
considering three questions: (1) the purpose of MHC, (2) who
should exercise it and when, and (3) over what aspects of AWS
should it be exercised over. Scholars continue to disagree as to
what entails making the decision to kill and whether a ma-
chine or robot can make a decision to kill or if it is simply
executing a pre-programmed human decision. Therefore, this
Part will consider what decision-making means on the battle-
field with particular reference to kill-decisions. It will also ar-
gue that the main purpose of MHC is to ensure responsibility
over the use of weapon systems. Accordingly, it will discuss the
jurisprudence on control in an attempt to formulate aspects of
MHC. Finally, the Article concludes by proposing the follow-
ing working definition of MHC:

MHC of weapon systems by a combatant or fighter
[operator] is control of a nature that ensures the po-
tential responsibility of the operator for all the result-
ing actions of weapon systems that he or she activates.
Such control entails that:

(a) The decision to kill and the legal judgment per-
taining to individual attacks must be made by a
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human in real time, i.e. the actual time during which
a target is to be killed.

(b) The weapon system depends on the authoriza-
tion of the operator to execute his or her decision to
kill.

(c) The weapon system has an abort mechanism that
allows the operator to abort an attack in the event
that it is no longer lawful to kill a target due to
changed circumstances or other reasons prescribed
in international law.

(d) Operators have an inherent obligation to moni-
tor weapon systems they activate while the weapon
systems execute operators’ decision to kill.

II. HisTORrY OF INTERNATIONAL HUMANITARIAN LAW’S
TrREATMENT OF HuMAN CONTROL OF WEAPONS

A sword mnever kills anybody; it is a tool in the killer’s
hand.'?

From time immemorial, weapons were understood to be
mere tools in the hands of the fighter. Humans exercised “di-
rect control” over weapons and were completely responsible
over weapons they used.!® They were, in the strict sense, “mas-
ters” of their weapons. The traditional relationship between
the weapon and the fighter is captured by retired U.S. Major
General William H. Rupertus when he wrote about his rifle:

This is my rifle. There are many like it, but this one is
mine. My rifle is my best friend. It is my life. I must
master it as I must master my life. My rifle, without
me, is useless. . . . I will learn its weaknesses, its
strength, its parts, its accessories, its sights and its bar-
rel. I will keep my rifle clean and ready. . . . We will

12. Lucrus ANNAEUS SENECA, ADp LuciLium EpisTuLAE MORALES, quoted in
CHRris McNaB, A History oF THE WORLD IN 100 WEAPONS 36 (2014).

13. See generally Noel Sharkey, Prof. Univ. of Sheffield, Presentation at the
CCW Meeting of Experts on Lethal Autonomous Weapons Systems (LAWS)
(May 13, 2014), http://www.unog.ch/80256EDD006B8954/ %28httpAssets
%29/78C4807FEE4C27E5C1257CD700611800/ $file/Sharkey_MX_LAWS_
technical_2014.pdf.
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become part of each other. We will. Before God, 1
swear this creed.!*

The idea that weapons are mere tools in the hands of fighters
and humans being the masters of such weapons has been
echoed by the International Committee of the Red Cross
(ICRC),'5 which argues that the decision as to when to employ
a weapon, against whom, and with what severity remain the
preserve of fighters.16

The concept of “direct control” of weapons by humans
was also contained in the 1949 Geneva Conventions and their
1977 Additional Protocols, whose provisions invoke the idea
that without human control or use, a weapon is nothing but a
mere tool. For example, in armed conflict, participating in
hostilities is shown by the “bearing of arms.”'” Thus, persons
“who have laid down their arms” are considered to be “taking
no active part in the hostilities.”!® Moreover, in non-interna-
tional armed conflicts, one of the criteria for identifying or-
ganised armed groups is “that of carrying arms openly.”!® In
international armed conflicts, classification as combatants is
also determined by carrying arms openly.2°

These provisions all suggest that when an enemy combat-
ant has “laid down his arms,” he or she is considered hors de
combat—outside the fight.2! On the battlefield, an intention to
surrender can also be shown by laying down one’s weapon.??
Consequently, it is only legitimate to harm enemy combatants
when they still carry weapons. Thus, in the history of armed

14. Gen. William H. Rupertus, This is My Rifle, in STEPHEN F. ToMAJCZYK,
To Be A U.S. MARINE 47 (2004).

15. HRW, SHAKING THE FOUNDATIONS, supra note 4.

16. Id.

17. Geneva Convention Relative to the Treatment of Prisoners of War,
Preliminary Remarks, Aug. 12, 1949, 75 U.N.T.S. 135 [hereinafter Third Ge-
neva Convention].

18. Id. art. 3(1) (common to the four Geneva Conventions).

19. Id. art. 13(2)(c); Geneva Convention for the Amelioration of the
Condition of Wounded, Sick and Shipwrecked Members of Armed Forces at
Sea art. 13(2) (c), Aug. 12, 1949, 75 U.N.T.S. 135.

20. Protocol Additional to the Geneva Conventions of 12 August 1949,
and Relating to the Protection of Victims of International Armed Conflicts
art. 44(3), June 8, 1977, 1125 U.N.T.S. 3 [hereinafter Additional Protocol I].

21. 2 JeAN-MARIE HENCKAERTS ET AL., CUSTOMARY INTERNATIONAL HUMAN-
ITARIAN Law: PracticE 945 (2005).

22. 1d.
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conflict and development of weapons, a weapon was consid-
ered capable of doing harm only when it was in the hands of a
human fighter. Even with the advent of armed drones, weap-
ons are still in the hands of the fighter, albeit through remote
control. But the advent of AWS means that direct control will
soon no longer be a given feature of weapons.

The following section shows that, over the years, direct
control over weapons has become untenable for various rea-
sons. Accordingly, human control over certain aspects of weap-
ons has been delegated to machines in a number of military
contexts.

A.  Factors Contributing to the Decrease in Human Control over
Weapons

Three main factors have influenced the reduction of con-
trol exercised by humans over weapons: safety, convenience,
and effectiveness. Delegating some degree of control to ma-
chines or computers is not only convenient but makes it safe
for the user of the weapon while at the same time effectively
achieving the military objective.

Ron Arkin, for example, has argued that the situation on
the battlefield has become so precarious that it is unreasona-
ble to expect humans to operate in such an environment.?? In
the most traditional definition of “direct control” over weap-
ons, however, a human being needed to be physically present
to “pull the trigger.” This meant that the human fighters
needed to physically avail themselves on the battlefield to
make their weapons work. Thus, primitive explosive devices re-
quired the human fighter to hide somewhere nearby, some-
times waiting for days, until such time as the enemy combatant
appeared for him or her to detonate the explosive by way of
pulling a wire or trigger. Not only was this inconvenient and
inefficient, but it also required the fighter to place his life at
risk. Human control over many explosive devices was subse-
quently automated by allowing detonation of a weapon when
certain pre-set parameters were met,?* such as anti-personnel
landmines.2®

23. Arkin, supra note 3, at 4-5.

24. See generally MikKE CroLL, THE HisTORY OF LANDMINES (1998).

25. While anti-personnel landmines are an early example of weapons
automation, they were subsequently prohibited by international law. Con-
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Among other factors, success on the battlefield is largely
determined by the speed at which one projects harm to the
enemy and the extent at which one reduces risk to oneself.
These factors have influenced the development of various mili-
tary technologies that reduce the role that humans play on the
battlefield in order to increase efficiency and reduce risk of
harm. In fact, developments in weapons and the changing na-
ture of war have made humans “the weakest link” on the bat-
tlefield.?6 This is primarily driven by developments in military
technologies that allow computers to process data in nano-
seconds, allowing them to act significantly faster than
humans.?? In this regard, the role of humans—especially the
control they exercise over certain weapons—has been decreas-
ing.

Although the reduction of control that is exercised over
weapons by humans may be convenient, safe, and effective, it
threatens some of the most important tenets of IHL and IWL.
To emphasise this point, the following section considers how
human control over weapons or use of force has been an im-
portant factor in the shaping of IWL.

B.  Human Control over Weapons and the Rules of International
Weapons Law (IWL)

There are three basic principles of IWL: the prohibition
of weapons that cause superfluous harm and suffering, the
prohibition of weapons that cause damage to the environ-
ment, and the prohibition of weapons that are indiscriminate
in nature.?®

The proscription against weapons that are by nature indis-
criminate,? which is also a norm of customary international

vention on the Prohibition of the Use, Stockpiling, Production and Transfer
of Anti-Personnel Mines and on their Destruction, Sep. 18, 1997, 2056
U.N.T.S. 211 [hereinafter Ottawa Convention].

26. Heyns, supra note 2, § 53.

27. Id. 1 41.

28. See generally 1 JEAN-MARIE HENCKAERTS ET AL., CUSTOMARY INTERNA-
TIONAL HUMANITARIAN Law: RULEs 151-58, 237-50 (2005) (referencing rules
45, 70, and 71).

29. See e.g.,, (c) Rome Statute of the International Criminal Court art.
8(2) (b) (xx), July 17, 1999, U.N. Doc. A/CONF.183/9 [hereinafter Rome
Statute]; Ottawa Convention, supra note 25, preamble; Protocol on Prohibi-
tions or Restrictions on the Use of Mines, Booby-Traps and Other Devices
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law (CIL),% is a cardinal principle of IWL. This rule is the
basis for the restriction of use of weapons such as poison; anti-
personnel landmines; cluster bombs; booby-traps; and incendi-
ary, chemical, biological, and nuclear weapons.?! The rule is
premised on the notion of human control over weapons they
use. For a weapon to be legal, it must be capable of “being
directed at combatants and military objectives” and must not
have “effects that an attacker cannot control.”3? Accordingly,
there are two elements that are part of the definition for indis-
criminate attacks under customary international law33 that are
consistently invoked when deciding whether a weapon is indis-
criminate by nature: the capability of being directed against a
specific military object®* and the capability to limit the effects
of the weapon.3®

The first element of the CIL definition succinctly points
to the notion of human control over weapons. It is the human
who “directs” the weapon.®¢ It invokes the mechanistic control
that humans must exercise over weapons they use. The second
element of the indiscriminate rule points to the requirement
of human control over the effects of the weapons they use.
The requirement of human control over the effects of weap-
ons they use is echoed in the military manuals and official re-
ports of numerous states.3” Furthermore, many states have al-

art. 3(3) (as amended), May 3, 1996, 2048 U.N.T.S. 93, 133; Additional Pro-
tocol I, supra note 20, arts. 48, 51(4) (b), 51(4).

30. HENCKAERTS ET AL., supra note 21, at 1554-82 (discussing state prac-
tice for Rule 71).

31. Id.

32. Michael N. Schmitt, Autonomous Weapon Systems and International Hu-
manitarian Law: A Reply to the Critics, HArv. NAT'L SEC. J. FEATURES 35 (Feb. 5,
2013), http://harvardnsj.org/wp-content/uploads/2013/02/Schmitt-Auton
omous-Weapon-Systems-and-IHL-Final.pdf.

33. HENCKAERTS ET AL., supra note 21, at 270-90 (discussing state practice
for Rule 12, which defines “indiscriminate attacks”).

34. See, e.g., Additional Protocol I, supra note 20, art. 51(4) (b).

35. Id. art. 51(4)(c).

36. This in turn is a cornerstone in the establishment of the responsibil-
ity of weapon users. It could not and cannot be a defense for one to say it was
not me, the weapon did it. Such scenarios would arise where machines or
computers are in control of weapons and the results thereof are unpredict-
able to the persons activating the systems.

37. See HENCKAERTS ET AL., supra note 21, at 1505-81 (discussing state
practice for Rules 70 and 71).
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ready taken the position that a weapon should be deemed in-
discriminate when a human cannot control its effects.38

Anti-personnel land mines, one of earliest forms of auto-
mated weapons, have been nearly universally banned because
they are non-discriminative in nature.?® Once they are buried
in the ground, the human fighter has no control over them.
While the human fighter may have planted the landmine with
the intent of targeting a specific person, once they are in the
ground, the harm that will be caused by anti-personnel
landmines becomes potentially unpredictable. The individual
who placed the landmine can no longer control whom it will
kill unless the landmine is strictly monitored. International
condemnation towards the use of anti-personnel landmines is
so strong that even the United States is now considering be-
coming a party to the treaty banning anti-personnel
landmines.*¢

The unpredictability of a weapon is one of the major con-
cerns implicated by the advent of AWS. The history of human
control over weapon systems and the rules of IWL demon-
strate that the notion of human control over weapons has al-
ways been an important concept. Yet, the developments in mil-
itary technologies, culminating with the creation of AWS, are
slowly delegating the control over weapons from humans to
computers.

C.  Human Control over Weapons and Drone Technology

The concern over the manner and extent by which
humans exercise control over weapons has been a frequent as-
pect of the debate on drone technology. Like other long range
and projectile weapons, the development of drones was driven
by the desire to project harm while being insusceptible to the
same harm. Drone technology, however, introduced a new
form of control over weapons—remote control. Despite this
significant change, the control that is exercised over weapons
in drone technology—albeit by remote control—has been
largely ruled to be sufficient and acceptable, leading to the

38. Id.

39. See Ottawa Convention, supra note 25.

40. Denver Nicks, U.S. Takes Steps Toward Signing Landmine Ban Treaty,
TiME (Jun. 27, 2014), http://time.com/2933269 /us-landmine-treaty-ottawa,/
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general agreement that drones are not illegal weapons per
se. !

While drones have been largely accepted as legal, some
commentators have separated the legal acceptance of drones
from ethical arguments about the use of drones. In particular,
some have objected to the use of drones because they allow
the user to be physically removed from the battlefield.*? These
critics argue that physical removal from the battlefield in-
creases the likelihood that the drone “pilot” will be psychologi-
cally removed, leading to “trigger happy” behaviour.*® Thus,
from an ethical point of view, the quality of control that a
drone operator exercises over weapons may be affected by the
mode he or she is using to control the weapon. Phillip Alston
and Hina Shamsi suggest that this physical and psychological
removal may have several consequences for drone warfare:

Equally discomforting is the PlayStation mentality
that surrounds drone killings. Young military person-
nel raised on a diet of video games now Kkill real peo-
ple remotely using joysticks. Far removed from the
human consequences of their actions, how will this
generation of fighters value the right to life? How will
commanders and policy makers keep themselves im-
mune from the deceptively antiseptic nature of drone
killings? Will killing be a more attractive option than
capture? Will the standards of intelligence gathering
justify a killing slip? Will the number of acceptable
collateral civilian deaths increase?**

Thus, while drones may not be illegal weapons per se,*® re-
mote control of weapons produces troubling ethical ques-
tions.*6 While the ethical concerns raised by drone technology

41. Heyns, supra note 2, 1 13.

42. Id. § 14; see also Philip Alston & Hina Shamsi, A Killer Above the Law,
GuarpIaN (Feb. 8, 2010), http://www.guardian.co.uk/profile/philip-alston.

43. SIKANDER AHMED SHAH, INTERNATIONAL LLAW AND DRONE STRIKES IN
PAkisTAN: THE LEGAL AND SOCIO-POLITICAL ASPECTS 53 (2014). See generally
BriaN GLyN WiLLiams, PrReEDATORS: THE CIA’s DRONE WAR ON AL QAEDA
(2013) (laying out the arguments against the use of drones).

44. GLyN WILLIAMS, supra note 43.

45. Heyns, supra note 2, I 13.

46. Other scholars have refuted these objections and argued that be-
cause drone operators are removed from the danger, it allows them to exer-
cise better control over weapons than if they were on the “hot” battlefield
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are serious, AWS raise an even more critical question—
whether humans are still in control of the weapons they use.

Semi-autonomous weapon systems?” that are already in
existence have changed the relationship between the weapon
and the fighter from a “master-tool relationship” to one more
similar to a partnership—albeit humans still exercising some
level of control. Yet, the remaining control which humans still
exercise over weapons is threatened by the advent of weapon
systems with full autonomy—AWS.*8

Although weapon systems with full autonomy are not yet
in existence, when they are finally deployed, they will be able
to identify, search, track, and decide who to kill without
human assistance or intervention once they are activated.*® Ac-
cordingly, various scholars, NGOs, and international organisa-
tions have expressed concerns over such kinds of weapons, in-
dicating that without proper control by humans, these weap-
ons may not be able to comply with the law—specifically, rules
that protect the right to life and dignity.5°

III. UNDERSTANDING MACHINE AUTONOMY, HUMAN
AutoNnomy, AND CONTROL

Three important points are fundamental to understand-
ing the issues regarding human control and AWS. First, auton-

where they may act out of fear and the desire for self-preservation. See MAR-
cus SCHULZKE, THE MORALITY OF DRONE WARFARE AND THE PoLiTics OF REGU-
raTioN 15 (2016).

47. Semi-autonomous systems are defined as “a weapon system that, once
activated, is intended to only engage individual targets or specific target
groups that have been selected by a human operator.” DOD Dir. 3000.09,
supra note 2, at 14.

48. AWS are also called killer robots or lethal autonomous robots.

49. HRW, Losinc HumantTy, supra note 4; see also U.S. DEpP'T OF Navy,
THE Navy UNMANNED UNDERSEA VEHICLE (UUV) MASTER PrAN, at xvii (Nov.
9, 2004), www.navy.mil/navydata/technology/uuvmp.pdf; Taranis Unmanned
Combat Air Vehicle (UCAV) Demonstrator, United Kingdom, AIRFORCE-TECH.,’
http://www.airforce-technology.com/projects/tanaris/ (last visited Mar. 3,
2017).

50. HRW, SHAKING THE FOUNDATIONS, supra note 4, at 8; see also Christof
Heyns, Autonomous Weapon Systems and Human Rights Law, Presentation
at the 2014 Informal Meeting of Experts on Lethal Autonomous Weapons
Systems (LAWS) 5 (May 15, 2014), http://www.icla.up.ac.za/images/un/
speeches/heyns%20ccw%20presentation % 20aws % 20and % 20human %20
rights.pdf.
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omy in weapon systems does not denote “free will” as it is un-
derstood in the philosophical discourse.?! In political philoso-
phy, individual autonomy refers to “the capacity to be one’s
own person, to live one’s life according to reasons and motives
that are taken as one’s own and not the product of manipula-
tive or distorting external forces.”® Machines, however, can-
not have this same type of human autonomy.

Second, autonomy can be incorporated into various func-
tions of a weapon system, such as tracking, landing, taking off,
and navigating—the non-critical functions. Autonomy in these
non-critical functions does not create significant concerns,
and in fact such autonomy is helpful. An increase of autonomy
in non-critical functions of a weapon system means a decrease
in the operator’s need to pilot the unmanned systems.>? In es-
sence, autonomy in non-critical functions enables “the weapon
system to be operated rather than continuously piloted.”>*
When operators do not have to focus on non-critical functions
such as navigation, it means their workload is decreased and
they have more “time available for them to focus on decision-
making”—which is the critical function.’®* On the other hand,
there are ethical and legal concerns on autonomy in the criti-
cal functions of weapon systems®—those that relate to the se-
lection of targets and the making of the decision to kill.5”
Thus, while machine autonomy in the non-critical functions of
a weapon system is desirable since it potentially increases the
quality of human decision-making regarding choices humans
make in relation to the life and wellbeing of other humans,

51. See U.S. DeP’T OF DEF., DEFENSE SCIENCE BOARD, TAask FORCE REPORT:
THE ROLE OoF AuToNOMY IN DoD SystEms at 1, 21 (2012), http://www.acq.
osd.mil/dsb/docs/docs_reports/docs_reports_2010s/AutonomyReport.pdf;
Heyns, supra note 2, T 43.

52. SeeJohn Christman, Autonomy in Moral and Political Philosophy, in STAN-
FORD ENcycLOPEDIA OF PHiLosopHY (Edward N. Zalta ed., 2015 Spring ed.),
https://plato.stanford.edu/archives/spr2015/entries /autonomy-moral/.

53. Int’l Comm. of the Red Cross [ICRC], Report of the ICRC Expert Meeting
on “Autonomous Weapon Systems: Technical, Military, Legal and Humanitarian
Aspects,” 26-28 March 2014, Geneva, at 57 (May 9, 2014), http://www.icrc.
org/eng/assets/files/2014/expert-meeting-autonomous-weapons-icrc-re
port-2014-05-09.pdf.

54. Id. at 12.

55. Id. at 60.

56. Id. at 3, 63.

57. Id. at 3, 63.
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machine autonomy in critical functions is undesirable because
it essentially removes human input in the making of an ulti-
mate choice.

Third, autonomy in weapon systems exists on a spec-
trum.5® This spectrum can range from situations where the
human thinks and assesses a target before enabling the
weapon system to attack, a weapon system that provides a num-
ber of targets but leaves it to the human to choose which one
to attack, a weapon system that selects targets from a pool and
asks for a “go-ahead” from a human before attacking,
weapon system that selects the target and only give the human
operator restricted time to override its choices, and a weapon
system that selects targets and initiates the attack without
human involvement.?® Paul Scharre has summarized the spec-
trum of autonomy as follows:

If the human is selecting the specific target or partic-
ular group of targets to be engaged then the weapon
is semi-autonomous. If the machine is selectlng the spe-
cific targets and the human is observing in real-time
and can intervene if necessary, then the human is ex-
ercising on the loop control over a human supervised
autonomous weapon. And if the machine is selecting
the specific targets and the human is unaware or una-
ble to intervene, then the human is out of the loop
for the selection of specific targets and the weapon is
Jully autonomous.®

Autonomy in weapon systems and human control are interre-
lated: the more the machine gains autonomy over the critical
functions, the less control is exercised by humans. All de-
creases in human control may not be inherently bad; it is only
when control is decreased to a certain point that the lack of
control constitutes a violation of international law. The impor-
tant question is at what point does the decrease in human con-
trol over weapon systems become unacceptable?

58. See Paul Scharre, Autonomy, ‘Killer Robots and Human Control in the Use
of Force—Panrt II, Just SEC. (July 9, 2014, 2:30 PM), http://justsecurity.org/
12712 /autonomy-killer-robots-human-control-force-part-ii/.

59. Noel Sharkey, Towards a Principle for the Human Supervisory Control of
Robot Weapons, 3 Poritica & SocieTA 305, 317 (2014).

60. Scharre, supra note 58.
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Machine autonomy in the execution of critical functions
is not necessarily undesirable, because “computers are better
and more efficient at performing some tasks than humans.”6!
At the same time, humans are better at other tasks that ma-
chines are not good at, such as those that require human judg-
ment or intuition. A total exclusion of either humans or com-
puters will not be in the best interest of humans.

FiGURE 1: THE RELATIONSHIP BETWEEN MACHINE AUTONOMY
AND HumAN CONTROL

when autonomy of a system increases

$3582.09p 1WA15AS AU} JAAD 0103 LEWINY

Figure 1 shows how, for the critical functions of a weapon
system, the more the system is allowed autonomy to execute
critical functions without human input, the more human con-
trol (or rather, the meaningfulness of human control) is af-
fected. While the relationship between machine autonomy
and human control is not a zero-sum game, the more machine
autonomy there is over the critical functions the less predict-
able the machine is, and the more the individual deploying it
is left in the dark.

61. Sharkey, supra note 59, at 310.
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Thus, because humans must exercise control over weapon
systems, there must be a balance between human and machine
effort.52 It is that balancing—not the exclusion of one or the
other—that can “ensure precision and accurate targeting with
less collateral damage and better predictable compliance with
International Humanitarian Law.”%® But the same question
still remains: at what point on the spectrum is the balance
struck and at what point is it upset? The answer to this ques-
tion is that humans must retain decision-making powers over
the weapons they deploy. Therefore, the mere involvement of
a human “in the loop” for the execution of critical functions
does not necessarily mean that he or she is exercising mean-
ingful control.

Almost all legal, moral, and ethical objections to AWS
originate from the fact that AWS take humans “out of the
loop” from the critical functions of weapon systems. Christof
Heyns has noted that “taking humans out of the loop risks tak-
ing humanity out of the loop,”¢* implying that where humans
are out of the loop, there is no MHC. These concerns led to a
number of questions. In what ways are humans taken out of
the loop by AWS? Can it be argued that humans remain in the
loop at all times by virtue of the fact that it is humans who pre-
program the robots in the first place? Other scholars have
asked whether, in AWS, humans are in the loop, on the loop, in the
wider loop, or out of the loop.5> Leading roboticist Ron Arkin has
highlighted “informal commentary where some individuals
state that a human will always be in the loop regarding the
application of lethal force to an identified target.”*6 Similarly,
the United States has long maintained the position that, not-
withstanding advances in autonomous systems, humans will al-
ways remain in the loop.%” Thus, the critical question today is

62. Id.

63. Id.

64. Heyns, supra note 2, § 89.

65. Id. | 39.

66. Ronald C. Arkin, Governing Lethal Behavior: Embedding Ethics in a
Hybrid Deliberative/Reactive Robot Architecture 4 (2008) (unpublished
manuscript), http://www.cc.gatech.edu/ai/robot-lab/online-publications/
formalizationv35.pdf.

67. See Peter Singer, In the Loop? Armed Robots and the Future of War,
BrookiNGs (Jan. 28, 2009), http://www.brookings.edu/research/articles/
2009/01/28-robots-singer. Some military commentators maintain that there
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what is meant by “human in the loop” and whether it is the
equivalent of MHC.

The terms Ahuman in the loop and consequently human out
of the loop were first used by the U.S. military®® and in the com-
puting fields after John Boyd put forward a theory on the
human decision-making processes.®® According to Boyd, in
making decisions, human beings “observe, orient, decide and
act.””® This has come to be known as the OODA loop,”!
wherein a person observes his or her surroundings through his
or her human senses, orients themselves to the information
observed, and weighs possible reactions before deciding a
course of action.”?

The think-act paradigm of machines and robots follows
the OODA loop as they carry out information acquisition,
analysis, decision selection, and action implementation.” If

“will always be a need for the intrepid souls to fling their bodies across the
sky” in armed conflict, and therefore humans will remain in the loop. Id.

68. See Matthew Wahlert, War on Terrorism, in MILITARY COMMUNICATIONS:
From ANCIENT TiMES TO THE 21sT CENTURY 507 (Christopher H. Sterling ed.,
2008) (“The U.S. military relies on a process of communication and assess-
ment often referred to as the observation-orientation-decision-action
(OODA) loop.”); JamEs R. BLAKER, TRANSFORMING MILITARY FORCE: THE LEG-
ACY OF ARTHUR CEBROWSKI AND NETWORK CENTRIC WARFARE 229 n.15 (2007)
(describing John Body’s use of “cycle time” and “decision cycle” in two brief-
ings); see generally ROBERT COrAM, Boyp: THE FIGHTER PiLoT WHO CHANGED
THE ART OF WAR (2002).

69. Scott E. McIntosh, The Wingman-Philosopher of MiG Alley: John Boyd and
the OODA Loop, AIR Power Hist. Winter 2011, at 24, 26.

70. See generally ROBERT CorAM, Boyp: THE FIGHTER PrLoT wHO CHANGED
THE ART OF WAR (2002); GRaNT HammoOND, THE MIND OF WAR: JoHN Boyp
AND AMERICAN SECURITY (2012); FRANS OSINGA, SCIENCE, STRATEGY AND WAR:
THE StrATEGIC THEORY OF JOHN BOYD (2006).

71. Berndt Brehmer, Prof. Swedish Nat’l Def. Coll., The Dynamic OODA
Loop: Amalgamating Boyd’s OODA and the Cybernetic Approach to Com-
mand and Control, Presentation at the Tenth International Command and
Control Research and Technology Symposium (ICCRTS), June 13-16, 2005,
at 2, http://www.dodccrp.org/events/10th_ICCRTS/CD/papers/365.pdf.

72. Id.

73. See, e.g., Gilles Coppin & Francois Legras, Autonomy Spectrum and Per-
Jormance Perception Issues in Swarm Supervisory Control, 100 Proc. IEEE 590,
590-92 (2012); Raja Parasuraman et al., A Model for Types and Levels of Human
Interaction with Automation, 30 IEEE TransacTIONS ON Sys., MAN, & CYBERNET-
1cs —PART A: Sys. & Huwms. 286, 286-88 (May 2000); Eric Sholes, Evolution of
a UAV Autonomy Classification Taxonomy, Remarks at 2007 IEEE Aero-
space Conference, Mar. 3-10, 2007.
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faulty or incorrect information is taken in at the observe stage,
it affects the rest of the loop.”* For that reason, human beings
have remained in the loop for the purposes of monitoring and
verifying decisions made by machines or robots. This has espe-
cially been the case where life or death decisions are involved.

The level of any robot’s or machine’s autonomy has thus
been measured by the extent to which it is dependent on
humans when performing the OODA loop.”> Where an un-
manned system interacts with humans to complete the OODA
loop, then humans are said to be in the loop; where it does
not, humans are considered to be out of the loop. The deter-
mination of whether an unmanned system is autonomous or
has a human being in the loop is based on three factors. First,
the rate at which the machine requires a human in the loop to
execute its “critical functions.” The more independent an un-
manned system is once activated—determined by whether it
requires further human intervention to operate—the more
the machine is considered to be autonomous.”® Second, the
ability or inability of an unmanned system to function success-
fully in an unstructured and unpredictable environment
points to the machine’s level of autonomy. Where an un-
manned system is able to adapt to an environment which was
not predicted in the laboratory or at the time of activation, it is
considered autonomous.’” Third, the level at which an un-
manned system can assert its operational decisions when exe-
cuting its functions also determines whether it is autonomous
or automated. An unmanned system that has the capacity to
exercise discretion in executing its task is more fully autono-
mous. Such an unmanned system may even independently al-
ter how it completes a certain task while still achieving the
same ends.

In addition to doubts that states will keep humans in the
loop,”® while being in the loop may be a component of MHC,

74. William C Marra & Sonia K. McNeil, Understanding “The Loop”: Regu-
lating the Next Generation of War Machines, 36 Harv. J. L. & Pus. PoL’y 1148
(2013).

75. PETER SINGER, WIRED FOR WAR: THE RoBoTics REvoLuTION AND CON-
FLICT IN THE 21sT CENTURY 74 (2009); Mara & McNeil, supra note 74, at 1150.

76. KRISHNAN, supra note 4, at 4.

77. Mara & McNeil, supra note 74, at 1154.

78. Noah Shachtman, an executive editor at Foreign Policy magazine, has
criticized the United States’ insistence that humans will always be in the
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it is not its equivalent. This is so because “to say that a human
is in-the-loop does not clarify the degree of human involve-
ment.”” Humans have psychological limitations—not only in
certain environments, but also when they work alongside ma-
chines. Because humans are capable of deliberative reasoning,
they can also be victims to errors of inductive reasoning, such
as automation bias, assimilation bias, and confirmation bias.30
Automation bias occurs when humans trust machine judge-
ment to such an extent that they second guess themselves.8!
Assimilation bias occurs when humans see what they want to
see or hear what they want to hear.8? This is what the Nobelist
Daniel Kahneman in his book Thinking, Fast and Slow has
termed “WYSIATI”—"what you see is all there is.”®3 A human
drone operator, for example, while “seeking out patterns of
behaviour to determine a lethal drone strike, then seeing peo-
ple load bales of hay or shovels onto a truck could initiate a
causal story that they were loading rifles for an attack.”®* Con-
firmation bias, also known as scenario fulfilment,?® occurs

loop: “[That] sounds more like brainwashing than actual analysis. Their
mantra is a bit like the line they repeat again and again in the movie The
Manchurian Candidate. Sergeant Shaw is the kindest, bravest, warmest most
wonderful human being . . . . [Saying humans will always be in the loop]
helps keep people calm that this isn’t the Terminators.” Singer, supra note

79. Sharkey, supra note 59, at 310.

80. NEHAL BHUTA ET AL., AUTONOMOUS WEAPONS SysTEMS: Law, ETHICS,
Poricy 33(2016).

81. Sharkey, supra note 59, at 311.

82. John M. Carroll & Mary Beth Rosson, Paradox of the Active User, in
INTERFACING THOUGHT: COGNITIVE ASPECTS OF HUMAN—COMPUTER INTERAC-
TION 80 (John M. Carroll ed. 1987).

83. DanieL. KAHNEMAN, THINKING, FAST AND Scow (2011).

84. Sharkey, supra note 59, at 314-15. See also Kathleen L Mosier & Linda
J Skitka, Human Decision Makers and Automated Decision Aids: Made for Each
Other?, in AUTOMATION AND HUMAN PERFORMANCE: THEORY AND APPLICATIONS
201 (Raja Parasuraman & Mustapha Mouloua eds., 1996).

85. See AIR CrasH INVESTIGATIONS—KILLING 290 CiviLiaNs—THE Down-
ING OF IRAN AIR FLIGHT 655 By THE USS VINCENNES (Dirk Jan Barreveld ed.,
2016); ALEXANDER L. GEORGE, AvOIDING WAR: PROBLEMS OF CRisis MANAGE-
MENT 460 (1991); Gene I. RocHLIN, TRAPPED IN THE NET: THE UNANTICI-
PATED CONSEQUENCES OF COMPUTERIZATION 163 (2012); David K. Linnan,
Iran Air Flight 655 and Beyond: Free Passage, Mistaken Self-Defense, and State Re-
sponsibility, 16 YaLE J. INT'L L. 313 (1991); Iran Air Flight 655 Compensation:
Hearings Before the De. Policy Panel of the H. Comm. on Armed Servs., 100th Cong.
153, 164 (1989).
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when humans, seeking to verify information, focus only on in-
formation that supports their already conceived beliefs.8¢

In defining MHC, the temptation to equate it to the mere
involvement of a human being in the loop must therefore be
rejected. It is in this light that NGO Article 36 has observed
that “having a person ‘in’, ‘on’ or ‘touching’ ‘the loop’ of a
weapons system does not in itself ensure that MHC is exer-
cised.”®” Instead, to ascertain what is meant by MHC, two nor-
mative questions must be asked. First, what is the purpose of
MHC? And second, what should be the role of humans in the
loop? Before answering these questions, it is necessary to con-
sider the origins of MHC.

IV. Tue Oricins or MHC v THE AWS DEBATE

The UK-based NGO Article 36—whose mission is “to pre-
vent the unintended, unnecessary or unacceptable harm
caused by certain weapons”®8—was the first to coin the phrase
“Meaningful Human Control” in relation to weapon systems.59
In doing so, Article 36 pointed out that the acceptability of a
weapon or weapon system depends on the extent humans are
in control of that particular weapon.®® At the 2014 United Na-
tions Convention on Conventional Weapons (CCW) Expert
Meeting on Lethal Autonomous Weapons Systems (LAWs)—
the first CCW meeting on LAWs—Article 36 emphasised the
need for “deliberative moral reasoning, by human beings, over
individual attacks” and reiterated the call for a ban on weap-
ons that do not allow MHC.®! To justify this requirement, Arti-
cle 36 cited the IHL principle of humanity as the fountain

86. Charles G. Lord et al., Biased Assimilation and Attitude Polarization: The
Effects of Prior Theories on Subsequently Considered Evidence, 37 J. PERSONALITY &
Soc. PsycHoL..2098, 2105-08 (1979).

87. ArTICLE 36, KEY AREAS FOR DEBATE ON AUTONOMOUS WEAPON Sys-
TEMS, 2 (2014), http://www.article36.org/wp-content/uploads/2014/05/
A36-CCW-May-2014.pdf.

88. See About, ArTICLE 36, http://www.article36.org/about/ (last visited
Mar. 4, 2017).

89. ArtiCLE 36, supra note 87.

90. Id.

91. Laura Boillot, Program Manager for Article 36, Statement at the 2014
Informal of Expert on Lethal Autonomous Weapons Systems (LAWS), May
13, 2014, http://www.article36.org/statements/remarks-to-the-ccw-on-auton
omous-weapons-systems-13-may-2014/.
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from which the notion of MHC flows, arguing that IHL re-
quires “human commanders, the people upon whom the law
bears, to make deliberative case by case judgements on the le-
gality of individual attacks.”?

NGO Article 36 also claimed that the requirement of
MHC in weapon systems “is implicit in existing international
law governing the use of force,” therefore making it ethically
and legally unacceptable to develop or deploy weapons that
are devoid of MHC.?® Accordingly, it asked member states to
the CCW “to negotiate a new international legal instrument
that would establish a positive obligation for MHC over indi-
vidual attacks and by so doing prohibit weapon systems from
operating without the necessary human control.”¥* NGO Arti-
cle 36 has reiterated the importance of MHC in its subsequent
reports.®®

Other NGOs and international organisations have also
supported or endorsed this emerging notion. In the context of
law enforcement, Amnesty International voiced its concern
that “weapon systems without MHC would not be able to cor-
rectly assess complex policing situations and comply with rele-
vant standards, which prohibit the use of firearms except in
defence against an imminent threat of death or serious in-
jury.”?¢ Thus, Amnesty International argues that weapons with-
out MHC are in many ways likely to violate important human
rights, such as the right to life.9”

Human Rights Watch also sounded the same clarion
notes during the 2014 CCW Meeting. It categorically stated
that “there should always be MHC over targeting and kill deci-

92. Id.

93. Id.

94. Id.

95. See Autonomous Weapons, “Meaningful Human Control” and the CCW, Ar-
TICLE 36 (May 21, 2014) http://www.article36.0rg/weapons-review/autono
mous-weapons-meaningful-human-control-and-the-ccw/ (summarizing the

2014 CCW Conference).

96. Brian Wood, Head of Arms Control and Sec. Trade for Amnesty Int’l,
Statement at the 2014 Informal of Expert on Lethal Autonomous Weapons
Systems (LAWS), May 13, 2014, http://www.unog.ch/80256EDD006B8954/
%28httpAssets %29/ 1E7C4FC2E94376D6C1257CD7006A8698 / $file/ NGO
Amnesty_ MX_LAWS_2014.pdf.

97. Id.
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sions”® and observed that the key to a successful solution to
AWS is “the emergence of a consensus that there should always
be MHC of the targeting and kill decisions in any individual
attack on other humans.”® Furthermore, Human Rights
Watch observed that determining the meaning and nature of
MHC “is perfectly suited to CCW expert work.”100

In a report on its Expert Meeting on Autonomous
Weapon Systems that was held from March 26-28, 2014, the
International Committee of the Red Cross (ICRC) also re-
ported that many participants in the meeting emphasised the
importance of the notion of MHC over weapons systems.!0!
Furthermore, during 2014 CCW Meeting, the ICRC acknowl-
edged that the notion of MHC was gaining traction and that,
to understand the notion, there is a need to “examine current
weapons that have autonomy in ‘critical functions’ to see how
MHC is understood and considered to be implemented in
practice today.”2 In a statement before the CCW Expert
Meeting, the ICRC noted:

At some point on an incremental process of increas-
ing autonomy in the “critical functions” of weapon
systems, human control may no longer be meaning-
ful. As we mentioned in our opening statement, we
believe the crucial aspect is human control over the
use of force, and what constitutes meaningful, appro-
priate and responsible human control over the “criti-
cal functions” of weapon systems. Where humans are
so far removed in time and space from control over
the weapon system, the human decision-making pro-

98. Steve Goose, Dir. of the Arms Div. of Human Rights Watch, State-
ment at the 2014 Informal of Expert on Lethal Autonomous Weapons Sys-
tems (LAWS), May 13, 2014, http://www.unog.ch/80256EDD006B8954/ %
28httpAssets%29/6CF465B62841F177C1257CE8004F9E6B/ $file/ NGOHRW
_LAWS_GenStatement_2014.pdf.

99. Id.

100. Id.
101. See generally Int’l Comm. of the Red Cross, supra note 53.

102. Int’l Comm. of the Red Cross [ICRC], Statement at the Technical
Issue Session of the 2014 Informal of Expert on Lethal Autonomous Weap-
ons Systems (LAWS), May 14, 2014, http://www.unog.ch/80256ED
D006B8954/ %28httpAssets%29/3A14BC199AF51935C1257CDA0071994D /
$file/ICRC+LAWS+2014™echnical+aspects.pdf.
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cess on the use of force may in effect be substituted
with machine decision-making.!03

Aligning itself with other organizations, the Campaign to
Stop Killer Robots indicated that “there is great concern with
the prospect of future weapons that, once activated, would se-
lect and engage targets without MHC.”194 Accordingly, it has
highlighted “the importance of always maintaining MHC over
targeting and attack decisions.”!%5 Likewise, the International
Committee for Robot Arms Control took note of the strengths
and weaknesses of both machines and humans and concluded
that it is only “the combined strengths of humans and com-
puters operating together, with humans always in ‘meaningful
control” of targeting and engagement decisions [that] best
serves military objectives and is the wisest path from a strategic,
legal and ethical perspective.”16

Numerous states have also referred to or supported the
notion of MHC, indicating that it can possibly be the solution
to the challenges posed by AWS. During the 2014 CCW meet-
ing on AWS, a number of states expressed opinions supporting
MHC. The German delegation issued a statement to the
Chairperson that:

[W]e firmly believe that there should be a common
understanding in the international community that it
is indispensable to maintain “Meaningful Human
Control” over the decisions to kill another human be-
ing. We cannot take humans out of the loop. We do
believe that the principle of human control is already

103. Int'l Comm. of the Red Cross [ICRC], Statement at the Concluding
Session of the 2014 Informal of Expert on Lethal Autonomous Weapons Sys-
tems (LAWS), May 16, 2014 (emphasis added), http://www.unog.ch/80256
EDD006B8954/ %28httpAssets%29,/8E6FED84C1D0308CC1257D150052231
4/%file/ICRC_LAWS_FinalStatement_201 4.pdf.

104. Mary Wareham, Advocacy Dir. of Arms Div. of Human Rights Watch,
Campaign to Stop Killer Robots, Statement at the 2014 Informal of Expert
on Lethal Autonomous Weapons Systems (LAWS), May 16, 2014, http://
www.unog.ch/80256 EDD006B8954/ %28httpAssets %29/16B608BD428C6D
17C1257CDA0056AA62/ $file/NGO+Campaign+StopKillBots_FinalState
ment.pdf.

105. 1d.

106. Frank Sauer, Int’l Comm. for Robot Arms Control, Statement at the
2014 Informal of Expert on Lethal Autonomous Weapons Systems (LAWS),
May 16, 2014, (emphasis added), http://icrac.net/2014/05/icrac-closing-
statement-to-the-un-ccw-expert-meeting/.



858 INTERNATIONAL LAW AND POLITICS [Vol. 49:833

implicitly inherent in international humanitarian law
which, I said before, remains a binding and guiding
line also with regard to the new weapons systems.
And we cannot see any more any reason why techno-
logical development should all of the sudden sus-
pend the validity of the principle of human con-
trol.107

While acknowledging the newness and lack of definition of the
notion, the German delegation observed that the notion of
MHC is in fact “an indispensable principle of international hu-
manitarian law.”'%® The view that MHC is a part of IHL was
also supported by the delegation from Croatia.!%?

Switzerland also expressed strong sentiments regarding
the issue of MHC. It noted that development and deployment
of weapon systems that operate without MHC have far reach-
ing ethical implications.!!® The delegation from Switzerland
thus highlighted that MHC could be the solution to the prob-
lem of AWS and delegates should strive to find what would
constitute MHC.111

The Norwegian delegation contrasted weapon systems in
existence with weapon systems with increased autonomy, not-
ing that existing weapon systems have some form of MHC.!!2
In a statement that provided insight into a potential definition
of MHC, Norway recalled that weapon systems already in the

107. Statement by Germany at the 2014 Informal of Expert on Lethal Au-
tonomous Weapons Systems (LAWS), May 13, 2014, http://www.reaching
criticalwill.org/images/documents/Disarmament-fora/ccw/2014/state
ments/13May_Germany.pdf.

108. Id.

109. Statement by Croatia at the 2014 Informal of Expert on Lethal Au-
tonomous Weapons Systems (LAWS), May 16, 2014, http://www.reaching
criticalwill.org/images/documents/Disarmament-fora/ccw/2014/state
ments/16May_Croatia.pdf.

110. Statement by Switzerland at the 2014 Informal of Expert on Lethal
Autonomous Weapons Systems (LAWS), May 16, 2014, available at http://
www.reachingcriticalwill.org/images/documents/Disarmament-fora/ccw/
2014/statements/13May_Switzerland.pdf.

111. Id.

112. Statement by Norway at the 2014 Informal of Expert on Lethal Au-
tonomous Weapons Systems (LAWS), May 16, 2014, http://www.reaching
criticalwill.org/images/documents/Disarmament-fora/ccw/2014/state
ments/13May_Norway.pdf.
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employ of states are operated only in “tightly constrained spa-
tial and temporal limits so that MHC is ensured.”!!3

Although the United Kingdom did not acknowledge
MHC during the 2014 CCW Meeting on Autonomous Weapon
Systems, members of its government have. For instance, a par-
liamentary representative of the United Kingdom has already
pointed out “that the operation of weapon systems will always
be under human control.”!!4

The delegation from the US also made some detailed
comments on the emerging notion of MHC in its closing state-
ment in the 2014 CCW Meeting:

There remains a lack of clarity regarding the concept
of autonomous weapons decision making. As we have
said, it is important to remind ourselves that ma-
chines do not make decisions; rather, they receive in-
puts and match those against human programed pa-
rameters. . . . We have heard some discussion . . .
about the relationship between human and machine.
There have been many references this week to the
notion of “Meaningful Human Control.” But from
our perspective, this formulation does not sufficiently
capture the full range of human activity that takes
place in weapons systems development, acquisition,
fielding and use; including a commander’s or an op-
erator’s judgment to employ a particular weapon to
achieve a particular effect on a particular battlefield.
Crucially we also need to consider whether, through
effective training of personnel, autonomous features
of weapons system may be made more predictable;
for instance, ensuring that [Autonomous Weapon
Systems are] only used as intended and with full
knowledge of [their] functioning could enhance pre-
cision and thus reduce collateral damage and risks to
non-combatants.!1®

113. Id.

114. ArTICLE 36, supra note 87, at 2 (quoting Lord Astor of Hever, Parlia-
mentary Under Secretary of State).

115. Statement by the United States at the 2014 Informal of Expert on
Lethal Autonomous Weapons Systems (LAWS), May 16, 2014, at 0:29 [here-
inafter U.S. 2014 Statement], http://www.unog.ch/80256EDD006B8954/
%28httpAssets%29/6D6B35C716AD388CC1257CEE004871E3/ $file/1019.
MP3 (audio file).
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Overall, MHC was one of the themes that consistently ran
through the 2014 CCW Meeting and others that followed. The
Chairman of the 2014 Meeting stated in his final report that:

Many interventions stressed that the notion of
“Meaningful Human Control” could be useful to ad-
dress the question of autonomy. Other delegations
also stated that this notion requires further study in
the context of the CCW.!16

A number of scholars have also referred to the notion of
MHC. In his presentation at the 2014 CCW Meeting, roboticist
Noel Sharkey emphatically stated that the international com-
munity “must maintain MHC in weapon systems.”!'7 The role
of the human in the loop has been and must remain a legal
principle;!!® its erosion must be resisted and the international
community must “lock down human supervisory control as a
legal principle of human control.”!!® Sharkey argues that be-
cause of the inadequacy of current technology to make distinc-
tions between military and civilian objects “we must ensure
that the decision to kill remains firmly under human con-
trol.”120 As a precautionary measure to counter any problems
resulting from autonomy—problems such as “malfunctions,
communications degradation, software coding errors, [and]
enemy cyber-attacks”—Sharkey suggests that humans have to
exercise MHC over weapon systems.!2!

Roboticist Ron Arkin has also acknowledged the use of
the term MHC, noting that “there remains a long way to go
even in terms of shared definitions and terminology regarding
autonomy and MHC.”122

116. See U.N. Office for Disarmament Affairs, Chairperson’s Rep. on the
2014 Informal Meeting of Experts on Lethal Autonomous Weapons Systems
(LAWS) 1 20, http://www.unog.ch/80256EDD006B8954/ %28httpAssets %
29/350D9ABED1AFA515C1257CF30047A8C7/ $file/Report_AdvancedVer
sion_l10June.pdf (advanced version).

117. Sharkey, supra note 13.

118. Sharkey, supra note 59, at 319-21.

119. 1d.

120. Sharkey, supra note 59, at 305.

121. Id.

122. Jefferson Morley, Autonomous Weapons Stir Geneva Debate, ARms CON-
TROL Assoc., (June 2, 2014), https://www.armscontrol.org/act/2014_06/
news/Autonomous-Weapons-Stir-Geneva-Debate.



2017] “MEANINGFUL HUMAN CONTROL” IN WEAPON SYSTEMS 861

Christof Heyns argues that the first step towards defining
MHC “would be to take a collective decision now, before such
weapons are deployed, that humans, whether in the narrow or
wider loop, should retain meaningful control over each deci-
sion to launch a potentially deadly attack—and to ensure that
this line is not crossed.”!2® In calling for a definition of MHC,
he points to the urgent “need to develop a clearer picture of
what ‘meaningful’ or ‘appropriate levels of’ human control
would entail.”!2* Heyns observed that the notion of MHC “pro-
vides a popular standard to be used to distinguish acceptable
from unacceptable uses of increasingly autonomous systems”
that is worth of study.!2®

Paul Scharre has observed that militaries are likely to pre-
fer MHC over weapon systems:

All things being equal, militaries are likely to favour

weapons that have greater connectivity with human

controllers for sensible operational reasons. Keeping

humans in the loop decreases the chances of weap-

ons striking the wrong target, resulting in fratricide

or civilian casualties, or that they simply miss their

target entirely, wasting scarce and expensive muni-

tions.126

Mark Hagerott rightly observes that MHC is more applica-
ble to weapon systems and asks an important question: “Where
does ‘Meaningful Human Control’ fade away?”!2” Some com-
mentators have maintained the call for a pre-emptive ban of
AWS because of a lack of MHC. They argue that a ban “is nec-
essary to ensure the retention of ‘Meaningful Human Control’
over targeting and attack decisions, which in turn is necessary

123. ArticLE 36, supra note 87, at 4(quoting Christof Heyns, The Chal-
lenge of Autonomous Weapons Systems to Legal Regulation, Keynote Ad-
dress at the European University Institute Conference: Autonomous Weap-
ons—Law, Ethics, Policy (Apr. 24, 2014)).

124. Heyns, supra note 50, at 14.

125. Id. at 13.

126. Scharre, supra note 58.

127. Mark Hagerott, Lethal Autonomous Weapons (LAWS): Offering a
Framework and Suggestions, Presentation at the 2014 Informal of Expert on
Lethal Autonomous Weapons Systems (LAWS), May 15, 2014, https://un
oda-web.s3-accelerate.amazonaws.com/wp-content/uploads/assets/media/
FE3COC2BDE9FE12EC1257CF30040982D /file/Hagerott_LAWS_military_
2014.pdf.
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to ensure that we uphold the principles of humanity as much
as possible in the face of the already existing horrors of war
and conflict.”128

Finally, Peter Asaro has noted that if the notion of MHC
does not exist in international law as yet, there is need to estab-
lish it.129 It is evident, therefore, that the term MHC is gaining
traction, quickly becoming a common term among scholars.
Without a doubt, having common terminology is essential.
However, that common terminology does not take the discus-
sion any further as long as there are irreconcilable views on
the basic moral and philosophical underpinnings that under-
lie the debate over MHC. Because there remain, for example,
diverging views on whether robots should be given the power
to make killing decisions and what decision-making means, it
is predictable that debaters will not agree on what the term
MHC entails.!2°

V. DEerFINING MHC IN WEAPONS SYSTEMS

There is no doubt that MHC can potentially provide some
solutions to the problems posed by AWS. However, this will
only be possible if MHC is correctly defined. The dictionary
meaning of the word “meaningful” points to what is “signifi-
cant, relevant, important, consequential, material, telling,
pithy, weighty, valid, worthwhile, and purposeful.”!®! The word
“control” refers to “the power to influence or direct . . . beha-
viour or the course of events” through “charge, management,
direction, guidance, supervision, superintendence, oversight
influence.”!%2

Accordingly, the literal meaning of MHC over weapon sys-
tems is the significant, material, or purposeful exercise of

128. See Autonomous Weapons Firmly on International Agenda, REACHING CRIT-
1caL. WiLL (2014), http://www.reachingcriticalwill.org/news/latest-news/88
95-autonomous-weapons-firmly-on-international-agenda.

129. Peter Asaro, Ethical Questions Raised by Military Applications of
Robotics, Presentation at the 2014 Informal of Expert on Lethal Autono-
mous Weapons Systems (LAWS), May 14, 2014, http://www.unog.ch/8025
6EDDO006B8954/ %28httpAssets %29/ 79F6199F74DC824CC1257CD8005DC
92F / $file / Asaro_LLAWS_ethical_2014.pdf.

130. See Asaro, supra note 4, at 696.

131. Meaningful, Oxrorp ENGLISH DicTIONARY, http://www.oxforddiction-
aries.com/definition/english/meaningful.

132. Id.
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power over machines to influence or direct their behaviour by
controlling, directing, or supervising their actions. From this
literal definition of MHC, I pose the following questions:

(1) What is the purpose of MHC? What is it that the
international community is trying to resolve?

(2) Who should exercise MHC over weapons and
when? Is the focus on manufacturers, programmers,
the individuals who deploy the weapons, or all of the
above?

(3) Over what aspects of AWS should one exercise
MHC?

A.  MHC for What Purpose?

If the purpose of MHC is to address major challenges
posed by AWS, identifying those challenges is critical to defin-
ing MHC. Although there is an array of challenges posed by
AWS, the three chief concerns are that if AWS are given the
power to make the decision to kill without human involve-
ment, this may: (1) violate the right to life both in war and
peace,'33 (2) violate the right to dignity,'** and (3) lead to an
accountability vacuum for such violations.!*> The need to an-
swer these questions has been echoed by Peter Asaro, who ar-
gues that in seeking to define MHC, “we should focus on the
threats posed to fundamental norms of responsibility and ac-
countability, and to the threats to human rights and human
dignity that these new technologies present.”136

There is no doubt that human soldiers may equally
threaten the right to life and violate the right to dignity, as can

133. HRW, SHAKING THE FOUNDATIONS, supra note 4.

134. Id.

1385. See MicHAEL WALZER, ARGUING ABOUT WAR 287 (2004). See generally
Perri 6, Ethics, Regulation and the New Artificial Intelligence, Part II: Autonomy
and Liability, 4 INro., ComMm. & Soc’y 406 (2001); Kenneth E. Himma, Artifi-
cial Agency, Consciousness, and the Criteria for Moral Agency: What Properties Must
an Artificial Agent Have to be a Moral Agent?, 11 Etnics & Inro. TecH. 19
(2009) (arguing that agency requires accountability); Robert Sparrow, Killer
Robots, 24 J. AppLIED PHIL. 62, 73-74 (2007); Wendell Wallach, From Robots to
Techno Sapiens: Ethics, Law and Public Policy in the Development of Robotics and
Neurotechnologies, 3 L., INNovaTION & TECH. 194 (2011).

136. Asaro, supra note 1, at 386.



864 INTERNATIONAL LAW AND POLITICS [Vol. 49:833

be seen in current armed conflicts.!3” But when traditional
weapons are used, humans can be held accountable for their
actions. AWS, on the other hand, creates an accountability gap
because humans are removed from the critical functions of the
weapons system. This presents the greatest challenge for the
adoption of AWS. Therefore, while MHC may not prevent vio-
lations of the right to life and dignity—as it can still be violated
by humans themselves!®®—it will help ensure that they are
held accountable for their actions.

Accountability is key to ensuring the rule of law—there
should always be some hands to cuff whenever a crime is com-
mitted.!3® When there is a significant chance that the fighter
will not be held accountable for the “actions of the machine”
he deployed, then, he or she is not exercising MHC. There-
fore, a machine should not be an independent actor; every
action should be initiated by a human fighter so that he or she
is responsible for the act.

MHC over weapon systems is necessary to ensure that
there is no accountability gap. Other areas of international law
address similar accountability gaps. For instance, both the law
on state responsibility and international criminal law state that
the nature of control that is exercised by state or actor “X”
over “Y” determines whether “X” is responsible for the actions
of “Y.”140 Similarly, the purpose of MHC is to ensure that
where AWS are used, there is potential to hold someone re-
sponsible for resulting infractions.!4!

137. Ronald C. Arkin, Lethal Autonomous Weapon Systems and the Plight
of the Non-combatant, Presentation at the 2014 Informal of Expert on Le-
thal Autonomous Weapons Systems (LAWS), May 13, 2014, http://
www.unog.ch/80256EDD006B8954/ %28httpAssets%29,/FD01CB0025020
DDFC1257CD70060EA38/ $file/Arkin_LAWS_technical_2014.pdf.

138. Id.

139. See WALZER, supra note 135, at 287.

140. See Mark BoveNns ET AL., THE OxrorbD HaNDBOOK OF PuBLIC Ac-
COUNTABILITY 214 (2014); Eric MARSDEN, CONTROL AND ACCOUNTABILITY IN
HicHry AuTOMATED SysTEMS 4 (2011); MOHAMED OTHMAN, ACCOUNTABILITY
FOR INTERNATIONAL HUMANITARIAN LAw VioraTiONs: THE CASE OF RwANDA
AND EasT Timor 250 (2005).

141. See BonNIE DocHERTY, HUMAN RicHTs WaTcH, MIND THE GaAr: THE
LAck OF AcCOUNTABILITY FOR KitLer Ropots 13-17 (2015), https://
www.hrw.org/sites/default/files/reports/arms0415_ForUpload_0.pdf (dis-
cussing the problem of the accountability gap in AWS, and the purpose and
importance of criminal responsibility).



2017] “MEANINGFUL HUMAN CONTROL” IN WEAPON SYSTEMS 865

B. MHC by Whom, over What and When?

If MHC is meant to be a legal standard upon which the
responsibility for use of AWS is determined, then MHC cannot
be defined without a specific actor in mind. During the 2014
CCW meeting, the U.S. delegation argued against a formula-
tion of MHC that “does not sufficiently capture the full range
of human activity that takes place in weapons systems develop-
ment, acquisition, fielding, and use.”'*2 There is a “range of
human activity” from different actors, such as states,
roboticists, designers, programmers, and manufacturers, that
contributes to how AWS are ultimately controlled by the end
users—the combatants. Such actors can determine or influ-
ence the nature and extent of control that is exercisable by the
end users. The same is also true for simpler weapons such as
guns. Yet the responsibility of a gun user is almost never con-
flated with that of a gun manufacturer. When gun manufactur-
ers put in place safety measures like trigger locks, they are ex-
ercising some form of control. When a gun user unlocks that
trigger lock and decides when to discharge the firearm and
against whom, he or she is exercising ultimate control of the
weapon. The difference in liability between the manufacturer
and end-user may reflect that these actors exercise control at
different times, in different ways, and in different circum-
stances.

When AWS are used and something goes wrong, however,
responsibility is potentially established through different
modes of responsibility that relate to different actors.1*3 Re-
sponsibility or accountability is important in international law
because where there is an accountability gap, the victims’ right
to a legal remedy is adversely affected.!** There are generally
four modes of responsibility: individual, command, corporate,
and state responsibility.!#> Under individual and corporate re-

142. U.S. 2014 Statement supra note 115, at 1:18.

143. See DOCHERTY, supra note 141.

144. See generally Megan Burke & Loren Persi-Vicentic, Remedies and Repara-
tions, in WEAPONS UNDER INTERNATIONAL HuMAN RiGHTS Law 542 (Stuart
Casey-Maslen ed., 2014).

145. See Ralph G. Steinhardt, Weapons and the Human Rights Responsibilities
of Multinational Corporations, in WEAPONS UNDER INTERNATIONAL Human
RicHTS LAw, supra note 144, at 507, 531-32; 1 GibEON Boas ET AL., FORMS OF
RESPONSIBILITY IN INTERNATIONAL CRIMINAL Law (2008); DOCHERTY, supra
note 141.
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sponsibility, there is civil and criminal liability. I have discussed
in detail the challenges of AWS to these modes of responsibil-
ity elsewhere.!46

In short, however, these modes of responsibility are com-
plementary to each other; they are not alternatives to the ex-
clusion of the other.!*” For example, if AWS create an account-
ability gap—as far as the individual criminal responsibility of
those deploying AWS on the battlefield is concerned—that
specific gap is neither closed by suing the responsible individu-
als under civil responsibility nor holding the manufacturing
company liable under corporate responsibility for example.!48
More importantly, in terms of international weapons law,
there cannot be “splitresponsibility” over use of a weapon—
where responsibility is divided or shared between the fighter
and other persons involved in the production of AWS like
manufacturers.'® Legally, each actor is responsible in their in-
dependent capacity. For example, individuals involved in the
production of AWS have their own responsibilities for their
participation in the designing, manufacturing, selling, and
transferring stages.!59

In all this, state responsibility is like an umbrella to all the
forms of responsibility mentioned above: covering and enforc-
ing corporate responsibility at the design stage of AWS up to
selling or transferring stage, enforcing individual and com-
mand responsibility when the weapon is finally used on the
battlefield or law enforcement situations.!>! As one commenta-
tor has observed, when considering accountability over the ac-

146. See generally Thompson Chengeta, Accountability Gap, Autonomous
Weapon Systems and Modes of Responsibility in International Law, 55 DENVER J.
InT’L L. 101 (2017).

147. See Andrea Bianchi, State Responsibility And Criminal Liability of Individ-
uals, in THE OXFORD COMPANION TO INTERNATIONAL CRIMINAL JUSTICE 16, 18
(Antonio Cassese ed., 2009) (reiterating that “state responsibility and indi-
vidual criminal [responsibility] are considered as distinct in international
law.”); see also Application of the Convention on the Prevention and Punish-
ment of the Crime of Genocide (Bosn. & Herz. v. Serb. & Montenegro),
Judgment, 2007 I.CJ. Rep. 43, 1173 (Feb. 26) (noting that “duality of re-
sponsibility continues to be a constant feature of international law” and that
individual responsibility does not affect state responsibility).

148. Bianchi, supra note 147, at 17; Steinhardt, supra note 145, at 531-32.

149. Steinhardt, supra note 145, at 531.

150. Int'l Comm. of the Red Cross, supra note 53, at 8.

151. Id. at 89-90.
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tions of AWS, state responsibility “is the frame of reference for
considering other forms of international responsibility.”152

For the above reasons, if MHC is to be a legal standard
upon which responsibility is established, it cannot be defined
without specifying for which actors the term is being defined.
Specifying the actor is essential to creating a workable legal
standard. Thus, in addition to asking the question over what
aspects of AWS should humans exercise meaningful control,
there is a need to ask a specific and targeted question as to
who is exercising MHC. This suggestion that the definition of
MHC should be a standard focussing on a specific actor is not
to imply that all other actors should be ignored.

While it is generally agreed among commentators that
AWS may result in an accountability gap, the actor whose lia-
bility is affected and in what way is often unidentified. Thus,
discussions of the accountability gap or the responsibility of
actors, suffer from the following three flaws which may lead to
a faulty definition of MHC:

(1) States, corporations, and individuals are lumped
together, suggesting that a summation of the differ-
ent roles they play—from production to fielding of
AWS—may constitute MHC. In this sense, MHC is a
wide and cumulative concept embracing a wide
range of human activity that goes into production
and fielding of AWS.153

(2) As a result of the above, responsibility for actions
of AWS is split or shared among the various actors
that are involved in the production and deployment
of AWS, 154

152. Thilo Marauhn, An Analysis of the Potential Impact of Lethal Auton-
omous Weapon Systems on Responsibility And Accountability for Violations
of International Law Presentation at the 2014 Informal of Expert on Lethal
Autonomous Weapons Systems (LAWS), May 15, 2014, at 2, http://unoda-
web.s3.amazonaws.com/wp-content/uploads/assets/media/35FEA015C246
6A57C1257CE4004BCAb51 /file/Marauhn_MX_Laws_SpeakingNotes_2014
.pdf.

153. U.S. 2014 Statement, supra note 155.

154. See NaTHALIE WEIZMANN, AUTONOMOUS WEAPON SysTEMS UNDER IN-
TERNATIONAL Law 25, n.159, https://www.geneva-academy.ch/joomlatools-
files/docman-files/Publications/Academy%20Briefings/Autonomous %20
Weapon %20Systems % 20under%20International %20Law_Academy %20
Briefing%20No0%208.pdf (2014) (noting that Christof Heyns and other
scholars’ approach on split responsibility is criticized “for violating the fun-
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(3) Consequently, the accountability gap problem
does not exist and if it does, it is solved if one of the
actors can be held accountable.1%5

Conceptualizing MHC in such a generalized or broad sense is
only correct when pointing to the contribution of a range of
actors who are involved in the development and fielding of
AWS. But when defining MHC as a legal standard—at least
one that is workable and in line with existing international
standards for responsibility—then, there is a need to narrow
down the definition to a specific actor.

I suggest that the definition of MHC should focus on the
end users of the technology—the fighters or combatants. In
this regard, a “focused” question should be asked: What does
MHC of weapon systems by a fighter or combatant mean? There are
three main reasons I choose to focus on what is meant by MHC
of weapon systems by fighters or combatants: First, the problem of
the accountability gap posed by AWS as discussed by scholars
largely affects the responsibility of fighters or combatants—the
final users of the technology. If AWS are unpredictable, it is
difficult if not impossible to ascertain the mens rea of the per-
son deploying them, thereby obfuscating the establishment of
individual criminal responsibility.

Second, when determining the responsibility of a weapon-
user for a war crime committed, the focus is on the bearer of
the weapon not its manufacturer for example.!5¢ This is be-
cause it is the combatant or fighter who is in control of a
weapon and who makes choices regarding which weapon to
use. This does not mean, however, that a manufacturer cannot
be a co-perpetrator, aider or abettor of the crime if certain

damental principle that no penalty may be inflicted on a person for an act
for which he or she is not responsible”).

155. See Charles Dunlap, Accountability and Autonomous Weapons: Much Ado
About Nothing?, 30 Temp. INT'L & Comp. L.J. 63 (2016); see also Schmitt, supra
note 32, at 33.

156. See Protocol Additional to the Geneva Conventions of 12 August
1949, and Relating to the Protection of Victims of Non-International Armed
Contflicts art. 6(2) (b), June 8, 1977, 1125 U.N.T.S. 609; Additional Protocol
I, supra note 20, art. 75(4) (b); Geneva Convention Relative to the Protection
of Civilian Persons in Time of War art. 33, Aug. 12, 1949, 75 U.N.T.S. 287;
Hague Convention (IV) Respecting the Laws and Customs of War on Land
art 50, Oct. 18, 1907, 187 Consol. T.S. 227, 1 Bevans 631; HENCKAERTS ET AL.,
supra note 28, at 372-72 (rule 102); WEIZMANN, supra note 154.
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conditions are fulfilled—including being a party to the armed
conflict.’>” But generally, companies and their workers are not
party to an armed conflict unless they directly participate in an
armed conflict.58

Third and final, when formulating the definition of MHC of
weapon systems by a fighter or combatant, the role and obligations
of other actors will inevitably be created. Thus, the definition of
MHC of weapon systems by a fighter or combatant creates a standard
upon which the obligations of other actors, especially those
who are involved in the production or development of AWS,
can be formulated.

When defining MHC of weapon systems by fighters or
combatants, individual criminal responsibility should be
adopted as the relevant standard of responsibility. For there to
be MHC, the control exercised over weapon systems by a com-
batant should be of such a nature that the actions of a weapon
system are the intended outcome of the combatant deploying
it. This does not mean combatants who use weapon systems in
a negligent manner are not held responsible. Such negligent
combatants are still subject to IHL rules that govern those who
use their weapons without regard to whether civilians or pro-
tected persons are affected.!® In short, the definition of MHC
should ensure that all weapon systems—Ilike traditional weap-
ons—remain tools in the hands of fighters.!6°

C. Individual Criminal Responsibility of Combatants and Control
over Weapon Systems

The responsibility of fighters or combatants over war
crimes or other violations of international law is established
through individual criminal responsibility and command re-

157. TimorHY McCORMACK & AvRIL McDONALD, YEARBOOK OF INTERNA-
TIONAL HuMANITARIAN Law 84 (2006).

158. Id.

159. See, e.g., HEcTOR OLAsoOLO, THE CRIMINAL RESPONSIBILITY OF SENIOR
PoLiTicAL AND MILITARY LEADERS AS PRINCIPALS TO INTERNATIONAL CRIMES
101 (2009).

160. DocHERTY, supra note 141, at 6; Michael C. Horowitz & Paul Scharre,

Meaningful Human Control in Weapon Systems: A Primer 8 (Ctr. for a New Am.
Sec., Working Paper, 2015).
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sponsibility.!¢! Under individual criminal responsibility, the
nature of control exercised by a fighter over a weapon has
never been at issue because, from time immemorial, weapons
have been mere tools in the hands of fighters.162 Even while
there have been moral and ethical objections to the nature of
control exercised over armed drones, legally, the remote con-
trol of drones is acceptable because such drones still remain
tools in the hands of their operators.

Individual criminal responsibility holds a combatant crim-
inally liable in their personal capacity.163 A combatant’s crimi-
nal responsibility is a result of their direct contribution to the
crime, either by participating, ordering, planning, instigating,
inciting, co-perpetrating, engaging in a joint criminal enter-
prise, or aiding and abetting.!64

Individual criminal responsibility requires both an actus
reus and mens rea.'%5 Yet in the case of AWS, it is the robot that
is physically on the battlefield carrying out the relevant acts
after reaching its own decision. Thus, the issue is whether the
actions of the robot are in fact the outcome of the fighter’s
intentions, and can therefore be attributed to the human ac-
tor. Furthermore, where there is no human intervention once
the robot is activated and the robot is operating in an unstruc-
tured environment, its actions may be unpredictable. This will
make it difficult—if not impossible—“to distinguish when a
system is under control, [or] when an operator has lost con-
trol”166 and to determine the mens rea of the combatant.!67

A fundamental question when AWS are used is who is
making the decision to Kkill or use force? A key concern on the
use of AWS is that life and death decisions must not be made
by machines.'%8 Thus, MHC of weapon systems by a combatant
should require the human combatant to exercise decision-

161. Accord GUENAEL METTRAUX, THE LAW OF COMMAND RESPONSIBILITY
(2009). See generally ELIES VAN SLIEDREGT, INDIVIDUAL CRIMINAL RESPONSIBIL-
ITY IN INTERNATIONAL LAw (2012).

162. DocHERTY, supra note 141.

163. See SLIEDREGT, supra note 161.

164. Id.

165. Id.

166. Asaro, supra note 1, at 385.

167. DocHERTY, supra note 141, at 19-20.

168. Asaro, supra note 4, at 687-709.
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making power. The question then becomes how one can de-
fine “decision-making” in the context of AWS targeting.

D. Defining Decision-Making as an Element of MHC in Weapon
Systems

There are already disagreements as to what “decision-
making” means in relation to AWS targeting. For example,
during the 2014 CCW Expert Meeting, the U.S. delegate
noted:

There remains a lack of clarity regarding the concept
of autonomous weapons decision-making. As we have
said, it is important to remind ourselves that ma-
chines do not make decisions; rather, they receive in-
puts and match those against human programed pa-
rameters . . . .169

That approach, however, is a limited portrayal of the decision-
making processes on the battlefield. In the context of armed
conflict, the decision to kill occurs in at least two parts. First,
the decision to kill or to use force is made by humans when
they program or set parameters that warrant targeting. Sec-
ond, the robot analyses situations on the battlefield, compar-
ing it to the set parameters—the box-ticking process. The sec-
ond part of this decision-making process is fundamental. In
real time, a flawed analysis by the robot may lead to an incor-
rect decision to release force. This is exacerbated in unstruc-
tured environments and where AWS may act in an unpredict-
able manner.!7°

This two-step decision-making process is comparable to a
human commander who deploys his human soldiers. The human
commander gives a specific command, for example, he orders
his human subordinates to kill the enemy combatants. Human
soldiers’ understanding of who is the enemy combatant is de-
fined by certain parameters and IHL rules. They are supposed
to kill only those who are directly participating in hostilities.
When human soldiers arrive on the battlefield, they will only
release force against those who fit the pre-defined parameters

169. U.S. 2014 Statement, supra note 115, at 0:28.

170. See PAuL ScHARRE, CTR. FOR A NEW AM. SEC., AuTONOMOUS WEAPONS
AND  OperaTIONAL Risk  18-34 (2016), http://s3.amazonaws.com/
files.cnas.org/documents/ CNAS_Autonomous-weapons-operational-risk.
pdf.



872 INTERNATIONAL LAW AND POLITICS [Vol. 49:833

of who is an enemy combatant. While the combatants are
given the order to kill and whom to kill before leaving the mili-
tary base, the real decision-making on the actual release of
force is made on the battlefield.!”! Similarly, Peter Asaro has
noted that the “rules of engagement are not decisions to en-
gage or use force—rather they are guidance to human deci-
sion makers who will [finally] make those decisions and carry
the responsibility for them.”!72

It is the analysis of facts on the battlefield and fitting them
to pre-defined parameters that constitute the real decision-
making to kill. Accordingly, when human combatants recuse
themselves—and machines instead carry out the analysis—
then they cannot claim to be the ones making the decision to
kill. The situation on the battlefield is so unpredictable that if
weapon systems are given autonomy in analysing whether a sit-
uation meets the set parameters and making legal judgments,
then, for all intents and purposes, it is the robot that is making
the decision to kill. Combat is a “highly complex and almost
chaotic system” requiring “decision-making to be robust
against rogue outcomes.”'”® The nature of the battlefield
shows that preprogramed determinations or parameters alone
cannot suffice as decision-making; the battlefield requires
human “mental and physical flexibility to be able to react as
the outcome [of battlefield events] unfolds.”!7¢ In order to
have a “clear communication of intent from commanders to
subordinates throughout the chain of command,” there
should be “strong interactions between forces.”!”> Above all,
IHL “imposes specific requirements on the decision makers,
who are implicitly human.”'7¢ The mere fact that one has set
the parameters within which AWS are supposed to operate on
the battlefield does not make their eventual choices the deci-
sions of humans.!7”

171. Jim Storr, THE HuMmaN Face oF War 83, 203 (2011) (arguing that
“combat is fundamentally a human phenomenon” that is “dominated by
human behavior,” thus focusing on the importance of human input in real
time on the battlefield).

172. Asaro, supra note 1, at 378.

173. STORR, supra note 171, at 130.

174. Id.

175. Id. at 131.

176. Asaro, supra note 1, at 378.

177. Id.
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Of course, the question that has characterised the AWS
debate is: what if robots can make better decisions than
humans? This seems a compelling argument, especially in cir-
cumstances where it appears the better decisions of AWS may
save lives. Marchant et al, relying on Arkin’s earlier work,!”®
refer to a number of reasons why robots may be able to make
better decisions than human combatants.!” AWS are created
without emotions; they do not act out of anger, frustration,
revenge fear, or hysteria which in the battlefield always influ-
ences human combatants to “press . . . toward fearful mea-
sures.”’ 180 Moreover, because AWS are non-human and lack
the need for self-preservation, they can act conservatively. For
example, an AWS may be designed to only use lethal force
only when they are fired upon, improving decision-making.!8!
If AWS are in fact capable of making better decisions than
humans, Jonathan Herbach has argued that there would be an
obligation to use them.!82

The question, however, is not only about who can make a
better decision between humans and robots but who should
make the decision.!®3 Arguably, there can be circumstances
where children can make better decisions than adults, yet be-
cause of IHL rules on child soldiers, children cannot legally
participate in armed conflict.!®* The prohibition is out of the
need to protect children and also because they cannot be pros-
ecuted for any infractions of the law. Thus, decision making to
use force is subject not only to legal constraints, but also to
moral and ethical ones. Only the kill decisions that are made
by humans are acceptable because only humans are capable of

178. Arkin, supra note 66, at 6.

179. Gary Marchant et al., International Governance of Autonomous Military
Robots, 12 CorLum. Sci. & TecH. L. Rev. 280 (2011).

180. MicHAEL WALZER, JusT aND UNjusT Wars 251 (1977).

181. Marchant et al., supra note 179, at 280.

182. Jonathan Herbach, Into the Caves of Steel: Precaution, Cognition and
Robotic Weapons Systems Under the International Law of Armed Conflict, 4 AMSTER-
pam L.F. 3, 14 (2012).

183. In a forthcoming paper, Christof Heyns discusses in detail the “can
they” versus “should they” question. Christof Heyns, An African View of Auton-
omous Weapons in Armed Conflict: The Rights to Life and to Dignity (forthcoming
2017).

184. See generally Gus WASCHEFORT, INTERNATIONAL Law AND CHILD
SoLpiErs (2014).
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morality and ethics.!® For the purposes of respecting the right
to dignity of both the persons deploying AWS and those who
are targeted, it is important that humans retain the power to
make the decision to kill.!8¢ As Peter Asaro argues, every kill-
ing of a human being must be meaningful:

For the killing of a human to be meaningful, it must
be intentional. That is, it must be done for reason
and purpose. Philosophically, intentionality requires
understanding the meaning and significance of an
act. . . . In the absence of intentional meaningful de-
cision to use violence, the resulting deaths are arbi-
trary and their significance along with the dignity of
those killed is dismissed.!87

AWS can neither understand the implications of their actions
nor can they wield an intention. Neither a machine nor its al-
gorithm can make a legal or moral judgment for which it can
take responsibility. Decision-making is the litmus for determin-
ing who is in control and control is the basis for responsibility
in international law. For that reason, for a combatant to be in
MHC of a weapon system, the combatant must be responsible
for making the decision to kill or release force against human
targets in real time.

Michael Schmitt, however, has argued that “the mere fact
that a human might not be in control of a particular engage-
ment does not mean that no human is responsible for the ac-
tions of the autonomous weapon system.”!88 He argues that
because the robot is programmed by a human, there is always
a human to hold responsible for any resulting war crimes.!89
This approach is not correct because it treats the various
modes of responsibility in international law as if they were al-
ternatives.'99 A combatant’s responsibility for using a particu-
lar weapon is not absolved by the fact that a programmer or
manufacturer of that weapon can also be held responsible.

Schmitt also ignores the problem of unpredictability of
AWS that is created by high levels of autonomy and function-

185. Asaro, supra note 1, at 385.

186. Id.

187. Id.

188. See Schmitt, supra note 32, at 33.
189. Id.

190. Supra Section B.
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ing in unstructured environments. If followed to its logical
conclusion, Schmitt’s argument is that once an AWS has been
programmed and deployed, all the eventual actions of the
AWS are attributable to the programmer or the individual de-
ploying it. In this regard, Schmitt’s argument suggests that
programming of an AWS alone is sufficient control by the
weapon user leading to responsibility for all ensuing acts.
There can be situations where a combatant with no intentions
to commit any crime deploys an AWS to kill legitimate targets
but the system—because it has decision-making powers exer-
cisable without the intervention of a human—makes an unlaw-
ful choice. Thus, where AWS have the power to make impor-
tant decisions without human intervention, such decisions may
not be in line with the intentions of the person deploying
them. This is why I have emphasised the need for humans to
participate in real time when the decision to kill is made.!9!

A human should be in control of the system for each indi-
vidual attack because such control is central to establishing the
responsibility of combatants. For there to be meaningful con-
trol, programming alone is not sufficient. In order to fulfill the
responsibility requirements of international law, the human
combatant must be able to approve targets and prevent or
abort missions whenever the situation requires—exercising
MHC control in real time.

E. Using Jurisprudence on Control to Define
MHC in Weapon Systems

Control as an element of establishing responsibility is a
familiar concept in international law.192 It has been discussed
and given meaning in various branches of international law
such as international human rights law, IHL, ICL!¥% and the

191. Supra Section D.

192. See Amy Tan, Responsibility and Control in International Law and Beyond,
THE HAGUE INSTITUTE FOR GLOBAL JUSTICE (June 27, 2013), http://www.the
hagueinstituteforglobaljustice.org/latest-insights/latest-insights /news-brief/
responsibility-and-control-in-international-law-and-beyond/ (noting that ex-
perts have found an increase in courts and tribunals utilizing the notion of
effective control).

193. Id.
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constitutive elements of a public body in international trade
law. 194

In 2013, a group of international law experts gathered to
discuss the notion of “control” in international law as a mode
of responsibility and how it impacts other fields.!> One of the
experts, Kristen Boon, indicated that the ICL notion of “com-
mand responsibility”—in particular the element of “effective
control”—has an impact in other branches of law such as the
law of occupation, the law of state responsibility, and interna-
tional human rights law.19¢ During the meeting, it was noted
that the notion of “effective control” is often applied “differ-
ently in different contexts,” but with the “the basic compulsion
behind the legal inquiry being the same: who is the aggregator of
power, who can be held accountable, and which facts are required
to satisfy those tests?”197 As a starting point, fighters or combat-
ants who use AWS must be the wielders of power when critical
decisions are made.

Some aspects of control that have been fleshed out by in-
ternational courts can be useful in the current debate. For ex-
ample, when discussing the notion of control to ascertain the
responsibility of a state in cases concerning the Bosnian geno-
cide and the United States’ support of paramilitary operations
in Nicaragua,!98 the International Court of Justice (IC]) noted
that under the strict control test and the effective control test, the
level of control exercised by the state is determined by the

194. See generally Appellate Body Report, United States—Countervailing Mea-
sures on Certain Hot Rolled Carbon Steel Flat Products from India, WT'O Doc. WT/
DS436/AB/R (adopted Dec. 8, 2014).

195. Dr. Kristen Boon (Seton Hall University), Dr. Carsten Stahn (Univer-
sity of Leiden) and Dr. Dov Jacobs (University of Leiden) made presenta-
tions at a discussion forming part of The Hague Institute for Global Justice’s
Supranational Criminal Law Lecture Series on June 26, 2013. Tan, supra
note 192.

196. See Id.

197. Id. (emphasis added).

198. Prosecutor v Tadiz, Case No IT-94-1-T, Separate and Dissenting
Opinion of J. McDonald, {1 22, 34 (Int’l Crim. Trib. for the Former Yugosla-
via May 7, 1997); Prosecutor v Tadiz, Case No IT-94-1-T, Judgement, Ap-
peals, 11 106, 111 (Int’l Crim. Trib. for the Former Yugoslavia July 15,
1999). See generally Military and Paramilitary Activities in and Against Nicara-
gua (Nicar. v. U.S.), Judgement, 1986 1.C.J. Rep. 14 (June 27); Marko Mila-
novic, State Responsibility for Genocide, 17 EUR. J. INT’L L. 553, 576 (2006).
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level of dependence of a non-state entity on the state.!99 The
“dependence factor” developed by the IC] can be helpful in
formulating the elements of what is meant by MHC over
weapon systems by fighters or combatants. Accordingly, MHC
should include the dependence of weapon systems on a
human fighters’ input to execute the “critical functions”™—
those functions in weapon systems that relate to selecting the
target and making the decision to kill.290

Under the “strict control” test, for a state to be responsi-
ble for the actions of a non-state entity, the relationship be-
tween the two parties must be “one of dependence on the one
side and control on the other.”?°! In the Paramilitary Activities
case, the ICJ explained that dependence must be in all the im-
portant activities of the non-state entity?°? to the extent that the
non-state entity is “merely an instrument” or “agent” of the
state.2%3 Control and dependence were thus held to be absent
in circumstances where the non-state entity has a choice to
pick from available options to the extent of differing from the
supporting state.204

In line with the “dependence factor” discussed above,
MHC over weapon systems can be present when the relation-
ship between fighters and AWS is “one of dependence on the
one side and control on the other”2% for executing the critical
functions of the weapons system. In executing the critical func-
tions, the power to “choose” from available human targets

199. Nicar. V. U.S., 1986 I.CJ. 19 109, 277; see also Application of the Con-
vention on the Prevention and Punishment of the Crime of Genocide (Bosn.
& Herz. v. Serb. and Montenegro), 2007 1.C.J. 43, 11 391, 393 (Feb. 26);
Stefan Talmon, The Responsibility of Outside Powers for Acts of Secessionist Entities,
58 INT’L & Cowmp. L. Q. 493, 498-99 (2009).

200. Int’l Comm. of the Red Cross, supra note 53.

201. Nicar. V. U.S,, 1986 I.CJ. 1 109 (counsel for Nicaragua’s argument);
see also Bosn. & Herz. v. Serb. and Montenegro, 2007 1.CJ. 11 391, 397;
Armed Activities on the Territory of the Congo (Dem. Rep. Congo v.
Uganda), 2005 I.C.J. Rep. 168, 1 160 (Dec. 19).

202. Nicar. V. U.S,, 1986 1.C.J 109.

203. Id. 1 114; Bosn. & Herz. v. Serb. and Montenegro, 2007 1.CJ. 1 394.

204. Bosn. & Herz. v. Serb. and Montenegro, 2007 I.C.J. § 394; Nicar. V.
U.S., 1986 I.CJ 1 109.

205. Nicar. V. U.S., 1986 1.CJ 1 109; Prosecutor v Tadize, Case No IT-94-1-
T, Judgement, Appeals, 1 110 (Int’'l Crim. Trib. for the Former Yugoslavia
July 15, 1999); AnTONIO CASSESE, THE OXFORD COMPANION TO INTERNA-
TIONAL CRIMINAL JUSTICE 946 (2009).
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must be exercised by the human fighter. Accordingly, AWS
must be incapable of executing its critical functions without
human assistance.

Adopting the language of these control tests, AWS should
act “on the instructions of,” and be “under control”2°6 of
humans in executing the critical functions of the weapons sys-
tem if humans are to be held responsible. In each case of
targeting, there must be a human being who is involved in the
planning and choosing of targets.2°” The human must be re-
sponsible for giving “specific directives and instructions”2% in
the execution of the critical functions. To this end, pre-
programed instructions and “unspecified acts of involve-
ment”?%? in the execution of critical functions will not suffice
as MHC of weapon systems by a fighter or combatant. For a
state to be responsible for the actions of a non-state actor, it
must exercise undeniable and decisive influence over an
armed group whose survival is dependent on the aid of that
state.?!° The same relationship should exist between AWS and
combatants deploying them. Humans must not be mere “ap-
proval mechanisms” for AWS but should actively participate
and be decisively influential in the system’s targeting, having
made the decision to use lethal force.?!!

F.  Relevance of Command Responsibility in Defining MHC

In the AWS debate and in particular in relation to the
concept of MHC, some commentators have suggested that
command responsibility can be used to establish the responsi-

206. Int’l Law Comm’n, Draft Articles on Responsibility of States for Inter-
nationally Wrongful Acts, art. 8 U.N. Doc. A/56/10 (Nov. 2001).

207. Contrary to Michael Schmitt’s suggestion, discussed in supra Section
D, AWS should not be allowed to complete a targeting mission without
human involvement.

208. Nicar. V. U.S,, 1986 1.C.J { 112.

209. Application of the Convention on the Prevention and Punishment of
the Crime of Genocide, Public Sitting (Bosn. & Herz. v. Serb. and Montene-
gro), CR 2006/16, at 39, 1 116 (Mar. 13); Nicar. V. U.S,, 1986 I.CJ 1 115.

210. See Application of the Convention on the Prevention and Punish-
ment of the Crime of Genocide (Bosn. & Herz. v. Serb. and Montenegro),
2007 1.GJ. 43, 11 391-92 (Feb. 26); Ilascu v. Mold. and Russ., 2004-VII Eur.
Ct. HR. 179, { 76.

211. Asaro, supra note 1, at 385.
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bility of those who deploy AWS.2!2 [t is not uncommon that in
the debate on AWS, some commentators refer to persons de-
ploying AWS as the commanders while the AWS are referred to
as agents.?'3 This gives an impression that AWS are replacing
the human fighters as robot combatants.

Command responsibility—a concept founded and devel-
oped to govern the relationship between a human commander
and a human subordinate—cannot be used to govern this new
relationship between a human commander and a robot. Individu-
als who deploy AWS should not be labelled as commanders and
AWS should not be labelled as agents or combatants. Whether
this is done intentionally or unwittingly, referring to individu-
als who deploy AWS as commanders gives the impression that
AWS are the combatants or fighters, hence the temptation to
wrongly invoke the command responsibility mode. AWS must
not be referred to or treated as combatants or fighters. They
must be considered as weapons and when they are developed,
they must not be given autonomy or functions that would
transform them from weapons to “machine combatants.” The
concept of command responsibility cannot and should not be
applied to AWS—at least in the manner that has been sug-
gested by some commentators. While the “effective control”
element of command responsibility may be useful in fleshing
out MHC, that is different from using command responsibility
to define liability for the use of AWS.

In ICL and IHL, command responsibility as a mode of
computing criminal liability has been introduced and devel-
oped as a concept governing the relationship between a human
commander and a human subordinate.?'* Referring to the person
who deploys AWS as a commander is wrong and misleading.
Even the literal meaning of “commander” states that it is an
individual in authority over a body of troops during a military

212. Schmitt, supra note 32, at 33; Heather M. Roff, Killing in War: Respon-
sibility, Liability and Lethal Autonomous Robots, in HANDBOOK OF ETHICS AND
WaRr: Just WAR THEORY IN THE 21sT CENTURY 352, 357-58 (2013).

213. See Ronald C. Arkin & Alan Wagner, Moral Decision-making in Au-
tonomous Systems: Enforcement, Moral Emotions, Dignity, Trust and De-
ception 13, 18 (2011) (unpublished manuscript), http://www.cc.gatech.edu
/~alanwags/pubs/IEEE-ethicsv17.pdf.

214. Rome Statute, supra note 29, art. 28.
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operation.?!® In IHL and ICL, a commander has been under-
stood to be a natural person exercising authority over natural
persons in a military operation.?16 Likewise, Article 28 of the
Rome Statute uses terms such as “forces” and “subordinates”
who are capable of being subjected to prosecution and punish-
ment.2!” Because machines cannot be subject to criminal pros-
ecution, it is evident that the drafters of the Rome Statute in-
tended, and rightly so, for the concept of command responsi-
bility to be applied only to hAuman to human relationships.

Moreover, a consideration of the key elements of com-
mand responsibility shows that it is a concept developed
strictly to govern the relationship between humans on the bat-
tlefield. In order for a commander to be held responsible for
the actions of his or her subordinate, there are three impor-
tant elements that must be satisfied:

(1) That the commander knew or ought to have
known that crimes were about to or were being com-
mitted by his or her subordinates;

(2) That the responsible commander failed to pre-
vent or stop commission of the crimes by his or her
subordinates;

(3) And that the commander did not punish the sub-
ordinates after the fact.?!8

The above elements have been consistently applied by
courts to establish command responsibility.2!® The first two el-
ements refer to commanders and subordinates, terms that
have consistently been used to refer to humans, not machines.
More importantly, the third element refers to the duty of the
commander to punish his or her subordinates when they com-
mit crimes. Machines have no moral agency and cannot be

215. Commander, OXrorD ENGLISH DICTIONARY, https://en.oxforddiction
aries.com/definition/commander.

216. Michael Smidt, Yamahita, Medina, and Beyond: Command Responsibility
in Contemporary Military Operations, 164 MiL. L. Rev. 176 (2000); JoHN JONES
& STEVEN POWLES, INTERNATIONAL CRIMINAL PrRACTICE 424 (2003).

217. Rome Statute, supra note 29, art. 28.

218. Id.; Additional Protocol I, supra note 29, arts. 86(2), 87.

219. See generally Prosecutor v Stanislav Galic, Case No. IT-98-29-T, Trial
Judgement, at 173 (Int’l Crim. Trib. for the Former Yugoslavia Dec. 5, 2003);
Prosecutor v. Zejnil Delalic Eelebici, Case No. IT-96-21-T, Trial Judgement
(Int’l Crim. Trib. for the Former Yugoslavia Nov. 16, 1998).
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punished.?2° Thus, the concept of command responsibility was
and still is meant to apply to only human to human relation-
ships on the battlefield. And while concepts of law are some-
times extended to cover and address new situations, this can-
not and should not be done for command responsibility and
AWS, as have been discussed above.22!

Thus, in regard to the concept of command responsibility
and AWS, Peter Asaro also observes that:

The nature of command responsibility does not allow
one to abdicate one’s moral and legal obligations to
determine that the use of force is appropriate in a
given situation. One might transfer this obligation to
another responsible human agent, but one then has
a duty to oversee the conduct of that subordinate
agent. Insofar as autonomous weapon systems are not
responsible human agents, one cannot delegate this
authority to them.??2

The same reasoning that applies to traditional weapons carries
over to AWS. Command responsibility is only relevant to AWS
when the commander or civilian who supervises the combat-
ant deploying an AWS knew or should have known that his or
her subordinate was using an AWS in an unlawful manner and
did nothing to prevent or stop his or her subordinate or pun-
ish them after the fact.??> AWS are weapons and those who
deploy them are the warriors. From a legal perspective, AWS
cannot and should not commit crimes. As Seneca observed, “a
sword is never a Kkiller, it is a tool in the killer’s hands.”224
Therefore, if this is a case of a warrior and his weapon, to es-
tablish liability of the combatant or fighter over the use of
weapon systems, the correct mode of imputing criminal liabil-
ity is individual criminal responsibility.?25

220. Asaro, supra note 4, at 693; Himma, supra note 135; Markus Wagner,
Taking Humans Out of the Loop: Implications for International Humanitarian Law,
21 J. L. InFo. & Scr. 5 (2011).

221. See DOCHERTY, supra note 141, at 19-26.

222. Asaro, supra note 4, at 701.

223. See Schmitt, supra note 32, at 33.

224. Id. at 1.

225. Marco Sassoli, Autonomous Weapons and International Humanitarian
Law: Advantages, Open Technical Questions and Legal Issues to be Clarified, 90
INT’L L. STUD. 308, 324 (2014). Although Sassoli uses the term “commander”
to refer to the individual deploying the AWS, he also states that “it is obvious



882 INTERNATIONAL LAW AND POLITICS [Vol. 49:833

There are, however, certain elements of control that have
been developed under command responsibility that can be
useful in fleshing out the definition of MHC over weapon sys-
tems by a combatant—specifically the notion of “effective con-
trol.” In order to be held accountable for the actions of his or
her subordinates, the commander must have exercised effec-
tive control over them. Determination of responsibility is a
question of “effective exercise of power or control and not of
formal titles.”226 Effective control that a commander ought to
exercise must be, in the strict sense of the word, “effective.”227
It should not be merely theoretical or potential.?2® It must be
real control in real time.??° The International Criminal Court
has found that a “substantial influence over subordinates”
alone does not meet the threshold of effective control over
subordinates.?%¢ Similarly, MHC over weapon systems by a
human fighter must be real, not “theoretical or potential.”23!

that a commander deploying autonomous weapons must understand how
they function, just as for any other means and method of warfare. In my
view, the responsibility of such a commander is not a case of—nor is it analo-
gous to—command responsibility, but a case of direct responsibility, just as
that of a soldier firing a mortar believing that it can land only on the
targeted tank, but which will kill civilians he knows are following the tank.
This is a question of the mens rea, intent and recklessness with which crimi-
nal lawyers are familiar.” Id.

226. See Prosecutor v Milos et al., Case No. X-KR_-05/24-3, Verdict at Sec-
ond Instance, at 32, 54 (Ct. of Bosn. & Herz. for War Crimes Apr. 28, 2010);
Prosecutor v. Galic, Case No. IT-98-29-T, Trial Judgement, at 173 (Int’l Crim.
Trib. for the Former Yugoslavia Dec. 5, 2003); Prosecutor v. Zejnil Delalic
Eelebici, Case No. IT-96-21-A, Appeals Judgement, at 197 (Int'l Crim. Trib.
for the Former Yugoslavia Feb. 20, 2001).

227. Prosecutor v Mandiae, Case X-KR_-05/58, Verdict at Second Instance,
at 109 (Ct. of Bosn. & Herz. for War Crimes Sept. 1, 2009); Zejnil Delalic
Eelebici, Case No. IT-96-21-A, Appeals Judgement, at 197.

228. Mandiz, Case X-KR_-05/58, Verdict at Second Instance, at 108;
Zejnil Delalic Eelebici, Case No. IT-96-21-A, Appeals Judgement, at 197.

229. Zejnil Delalic Eelebici, Case No. IT-96-21-A, Appeals Judgement, at
197.

230. See Milos et al., Case No. X-KR_-05/24-3, Verdict at Second Instance,
at 37.

231. For the same reasoning in the commander subordinate relationship,
see Mandize, Case X-KR_-05/58, Verdict at Second Instance, at 108; Prosecu-
tor v. Delic, Case IT-04-83-T, Trial Judgement, 1] 364-68 (Int’l Crim. Trib.
for the Former Yugoslavia Sept. 15, 2008); Prosecutor v. Kayishema, Case
ICTR-95-1-T, Trial Judgement, 1Y 479-89 (Int’l Crim. Trib. for the Former
Yugoslavia May 21, 2001); Zejnil Delalic Eelebici, Case No. IT-96-21-A, Ap-
peals Judgement, at 197; Prosecutor v. Aleksovski, Case IT-95-14/1-A, Appeal
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Humans must not only remain in the loop but actively partici-
pate in that loop.

In summary, in defining or constructing MHC as a legal
standard, the following must be emphasised:

(1) The major purpose of MHC is to deal with the
accountability gap challenge that is posed by AWS by
holding those who deploy AWS responsible.

(2) MHC should be narrowly defined. But there is
need to define MHC with a specific actor in mind—
the fighters or combatants. The definition of MHC of
weapon systems by combatants or fighters should be
determined in the context of individual responsibil-
1ty.

(3) The relationship between weapon systems and
combatants must be one of control and dependence.
Weapon systems must depend on human operators
to execute critical decisions.

(4) Human combatants should retain the decision
making powers for executing critical functions. Deci-
sion making cannot be automated or preprogramed;
humans must participate in decision making in real
time.

(5) The actions of weapon systems must be the crea-
tion of the fighter or combatant deploying them.

G.  Other Relevant Factors for MHC of AWS by Combatants or
Fighters

In addition to these key points, there are a number of ad-
ditional factors that highlight or inform whether a human
combatant or fighter meets the MHC standard.

1. The Ability of a Combatant or Fighter to Observe and Act in
Real Time

In order to meet the standard for MHC, the human com-
batant must not only actively participate in the analysis of the
target and the making of legal judgements, but must also be
able to—in real time—“perceive and react to any change or
unanticipated situations that may have arisen since planning

Judgement, 11 90-106 (Int’l Crim. Trib. for the Former Yugoslavia Mar. 24,
2000).
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the attack.”?%2 While set parameters may help a machine to
analyse situations and make certain decisions, the battlefield is
subject to unexpected twists and turns. Therefore, a human
being must be able to exercise control in real time in order to
respond to changing dynamics. For this reason, the Interna-
tional Committee for Robot Arms Control has observed that
human operators should “have full contextual and situational
awareness of the target area” and be “able to perceive and re-
act to any change or unanticipated situations that may have
arisen since planning the attack.”?%3

2. The Human Controller’s Active Participation in the Reasoning
Behind the Attack

Pre-programing the parameters that AWS will use to make
decisions 1s not sufficient to constitute MHC. Instead, the
human controller must actively participate in the analysis of
the target or “ticking of the boxes,” from the reasoning behind
the attack to the point where force is released. In other words,
merely being ‘in the loop’ is not sufficient to establish
MHC.234

3. Sufficient Time for Deliberation on the Legality of the Target

A common concern generated by active human participa-
tion in the machine deliberation process is time. Now that ma-
chines or computers process data in nano-seconds,?*> how can
a human, who has become the “weakest link” on the battle-
field,?3% actively participate in the deliberation and analysis of
a target or situation?

Despite these concerns, human beings must participate in
the decision-making process. Thus, MHC should require suffi-
cient time for the human operator’s “deliberation on the na-
ture of the target, its significance in terms of the necessity and
appropriateness of attack, and likely incidental and possible
accidental effects of the attack.”?37 This should be required
even if it means slowing down the processing of the machine.

232. Sharkey, supra note 59, at 317-18.
233. Sauer, supra note 106.

234. Sharkey, supra note 59, at 317-18.
235. Heyns, supra note 2, § 41.

236. Id. 1 53.

237. Sharkey, supra note 59, at 317-18.
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After all, like Noel Sharkey says, “there should be no hurry for
humans to kill each other.”238

This view is supported by the International Committee for
Robot Arms Control. It noted that for there to be MHC over
weapon systems, “there must be active cognitive participation
in the attack [by a human being] and sufficient time for delib-
eration on the nature of the target.”??® Similarly, Article 36 has
argued that all legal judgments regarding the status of each
particular target must be made by a human.24°

4. Time Frame and Space Limitation on Operation

It has also been suggested that MHC should be defined in
terms of the time frame and space over which the AWS is used.
The greater time and space that a particular system covers, the
more it is likely that a combatant or fighter has no MHC over
it.

NGO Article 36 notes that while most existing weapon sys-
tems can operate autonomously once they are activated, the
“critical aspects of how human control is exercised over such
weapons pertain to the programming of the target parameters
and sensor mechanisms, and to the area within which and the
time during which the weapon operates independently of
human control.”?#!

Thus, NGO Article 36 concludes that, inasmuch as human
control over existing weapon systems is exercised through le-
gal, policy, and technical limitations, the “size and geographi-
cal location of the target area and the time window are impor-
tant determinants of human control exercised over weapon
systems.”242

The idea of space and time limitations has some merit.
However, it also poses a number of challenges. First, the issue
is not the amount of space or time over which the system can
operate without human control; it is how much a machine can
do and should be allowed to do without human control. A
mere second without human control at the time or location

238. Sharkey, supra note 13.

239. Sauer, supra note 106.

240. Boillot, supra note 91.

241. ArTICLE 36, supra note 87, at 3.
242. Id.
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that human control is needed may be more disastrous than
years without human control where it is unneeded.

Another example is that of an AWS that is capable of
searching for an individual on the basis of facial recognition. It
may not matter for how long the machine searches for the in-
dividual for the purposes of targeting if the combatant who
deployed it is aware that the individual being sought is still a
legitimate target. Such awareness is achieved through constant
monitoring of the weapon system and the verification of the
status of the targeted person. In an armed conflict, if someone
continues to actively take part in hostilities, that individual is a
legitimate target. Therefore, to comply with IHL, it does not
matter how long the machine stays in combat searching for
that particular individual—as long as he or she continues to
directly participate in hostilities. Similarly, the size of space
that an AWS is programmed to search is irrelevant to the rules
of THL; it is the nature of the area that matters. For instance,
an AWS deployed in a desert to search for terrorists may face
less difficulty compared to the one that is deployed in a high
density suburb. Therefore, issues of time frame and space cov-
ered are of limited help in calibrating the elements of what is
meant by MHC to meet the standard proposed above.

Second, defining MHC in terms of time and space limita-
tions may vitiate the already existing weapon systems that have
been accepted as consistent with international law, such as the
Israeli Harpy.2*® The Israeli Harpy is a lethal Unmanned Ae-
rial Vehicle that is ‘designed to detect, attack and destroy ra-
dar emitters’ with a capability to scout a wide area for many
hours.24* But the fact that the weapon is already in existence
or that there have been no protests about it does not necessa-
rily mean that it has MHC. While the ability of the Israeli
Harpy to search a wide area for hours may not be an issue for
establishing MHG, its capacity to search for “targets not neces-
sarily known to the individual who launched it but those that
meet the Harpy’s programmed parameters”24° raises concerns

243. See “The Israeli Harpy’, IsraEL. WEAPONSs, http://www.israeli-weap-
ons.com/weapons/aircraft/uav/harpy/HARPY.html (last visited Mar. 5,
2017).

244. Id.; see also Paul Scharre, Autonomy, “Killer Robots” and Human Control
in the Use of Force—Part I, Just SEC. (July 9, 2014, 11:17 AM), http:/ /justsecuri
ty.org/ 12708 /autonomy-killer-robots-human-control-force-part/.

245. Id.
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because the decision to kill must be made by a human in real
time. I have already indicated that the important part of deci-
sion-making is the assessment of facts in real time against set
parameters.24¢ Furthermore, in the case of the Harpy, there
may be no issues because it is not being used to make deci-
sions to target humans, but rather as a defensive system.

5. The Availability of “Abort” Mechanisms

Another factor that has been suggested as a constituent of
MHC is the existence of “means for suspension or abortion of
an attack.”?4” This has been suggested and supported by NGOs
like the International Committee for Robot Arms Control.?48
Some commentators, however, argue against this element, not-
ing that some weapons that are already in existence, such as
homing munitions “fire and forget,” have no abort mecha-
nisms. Once the decision to launch them has been made, it
cannot be recalled.?*® For that reason, incorporating abort
mechanisms into the definition of MHC may mean that vari-
ous weapon systems that are otherwise legal would now be on
the wrong side of the law.250

Similarly, some scholars thus observe that “some of the
notions put forward for minimum necessary standards for
meaningful control assume a level of human control far
greater than exists with present-day weapons.”?®! Paul Scharre
argues that the discussion of MHC therefore “occurs in a vac-
uum, divorced from an understanding of how weapons actu-
ally exist today.”?52 He concludes that a strict interpretation of
the proposed standards so far will result in the banning of “vir-
tually every weapon since the invention of the catapult.”?53

These arguments are not entirely correct. Abort mecha-
nisms are linked to the issue of when the decision to kill is
actually made and by whom. What commentators have re-
ferred to as abort mechanisms do not occur after the final de-
cision to kill has been made and force has been released.

246. Supra Section D.

247. Sharkey, supra note 59, at 317-18.
248. Sauer, supra note 106.

249. Scharre, supra note 244.

250. Id.

251. Id.

252. Id.

253. Id.



888 INTERNATIONAL LAW AND POLITICS [Vol. 49:833

There is no legal requirement to call back a bullet that has left
the barrel.

An attack is a process. This includes the time when a
human deliberates and assesses the legality of a target. If dur-
ing that assessment—even at the very last minute—it appears
to the human controller that something is not right; he should
not proceed with the release of force. An “abort mechanism”
can refer to two points in time. First, when a fighter’s finger is
still on the trigger, if something changes, he can choose not to
fire. Second, a fighter may make an assessment and conclude
that certain targets are legitimate. Upon starting the release of
force, he or she may recognise that the targets are not legiti-
mate or are no longer legitimate and the fighter will stop fir-
ing.

After an assessment of the legitimacy of targets with the
active participation of a human who then agrees to the release
of force, if it appears that the targets are in fact not legitimate
or no longer legitimate, there must exist a mechanism in all
weapon systems that allow the fighter to stop or abort the fir-
ing. This does not refer to, as the critics seem to interpret it,
the recalling of bullets already fired. Instead, it is about the
ability to stop those still in the barrel from being fired. Such a
requirement does not endanger existing weapon systems; it
merely ensures that abort mechanisms that have always existed
in weapons system will continue to be required.

H. Proposed MHC Definition

From the foregoing discussion, I propose the following
definition for MHC:

MHC of weapon systems by a combatant or fighter
[operator] is control of a nature that ensures the po-
tential responsibility of the operator for all the result-
ing actions of weapon systems that he or she activates.
Such control entails that:

(a) The decision to kill and the legal judgment
pertaining to individual attacks must be made by a
human in real time, i.e. the actual time during which
a target is to be killed.

(b)The weapon system depends on the authori-
zation of the operator to execute his or her decision
to kill without which, it cannot proceed.
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(c)The weapon system has an abort mechanism
that allows the operator to abort an attack in the
event that it is no longer lawful to kill a target due to
changed circumstances or other reasons prescribed
in international law.

(d) Operators have an inherent obligation to
monitor weapon systems they activate while the
weapon systems execute operators’ decisions to kill.

In the above sense, maintaining MHC over weapon sys-
tems means retaining the control-dependent relationship be-
tween humans and weapon systems for their critical functions.
By adopting this definition of MHC, it can be ensured that
weapon systems are predictable and their actions will, at all
times, reflect the intentions of their operators. In essence, a
properly constituted definition of MHC does not allow ma-
chines to be given full autonomy in executing the critical func-
tions—those that involve the decision to kill. In other words, a
properly and normatively construed definition of MHC is the
equivalent to a ban on fully autonomous weapons.

Of course, the above proposed definition of MHC
focusses on the fighter or combatant—the end user of the
technology. The obligations of designers, roboticists, program-
mers, manufacturers and states as far as AWS are concerned
should subsequently be couched in the above definition. For
example, individuals and companies should be liable for de-
signing, programming and manufacturing robots that can op-
erate without the constraints proposed in the above definition.
In turn, there should be a treaty or a Protocol to the CCW that
spells out the obligations of states not to allow the designing,
manufacturing, stockpiling and purchase of AWS that do not
have constraints spelt out in the above definition.

VI. CoNCLUSION

When defining MHC, there is a need to be clear as to
what purpose it is meant to serve and over what aspects of AWS
should one exercise meaningful control. More importantly, if
MHC is meant to be a legal standard upon which the responsi-
bility for use of AWS is determined, then the definition should
be “targeted” or focused on a specific actor. Defining MHC of
AWS in relation to combatants or fighters allows the rule devel-
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oped to guide other actors on their responsibilities during pro-
duction or development of AWS.

The major purpose of MHC is to deal with the accounta-
bility gap challenge posed by AWS relating to the responsibility
of persons deploying the weapons. This purpose drives this Ar-
ticle’s proposed definition, which ensures that the relationship
between weapon systems and combatants or fighters must be
one of control and dependence. Although weapon systems can
be allowed some form of autonomy, they must depend always
on human operators to execute critical functions such as mak-
ing the decision to kill. Thus, as indicated in the proposed def-
inition, one of the critical factors essential to establishing a re-
lationship of control and dependence between weapon sys-
tems and combatants is that humans should retain the
decision-making powers for executing the critical functions of
weapon systems. Decision-making cannot be automated or
preprogramed; humans must participate in decision-making
in real time. Accordingly, the actions of weapon systems must
be the brainchild of the fighter or combatant deploying them.



